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Abstract
Given that data-dependent algorithmic systems have become im-
pactful in more domains of life – from finding media to influencing
hiring – the need for individuals to promote their own interests and
hold algorithms accountable has grown. The large amount of data
these systems use means that individuals cannot impact system
behavior by acting alone. To have meaningful influence, individuals
must band together to engage in collective action. The groups that
engage in such algorithmic collective action are likely to vary in size,
membership characteristics, ability to act on data, and crucially,
objectives. In this work, we introduce a first of a kind framework
for studying collective action with two or more collectives that
strategically behave to manipulate data-driven systems. With more
than one collective acting on a system, unexpected interactions
may occur. We use this framework to conduct experiments with
language model-based classifiers and recommender systems where
two collectives each attempt to achieve their own individual objec-
tives. We examine how differing objectives, strategies, sizes, and
homogeneity can impact a collective’s efficacy. We find that the un-
intentional interactions between collectives can be quite significant.
We find cases in which a collective acting in isolation can achieve
their objective (e.g., improve classification outcomes for themselves
or promote a particular item), but when a second collective acts
simultaneously, the efficacy of the first group drops by as much
as 75%. We find that, in the recommender system context, neither
fully heterogeneous nor fully homogeneous collectives stand out as
most efficacious and that the impact of heterogeneity is secondary
compared to collective size. Our results signal the need for more
transparency in both the underlying algorithmic models and the
different behaviors individuals or collectives may take on these
systems. This approach also allows collectives to hold algorith-
mic system developers accountable and illustrates a framework
for people to actively use their own data to promote their own
interests.
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1 Introduction
Collective action campaigns in which people change their data
generating behaviors can impact operations of algorithmic systems
[53, 59]. As an example, consider several very differently motivated
types of collective action on the same platform. Perhaps there is a
fan group of a small artist that wants to manipulate a recommender
system to promote their work [38]. Another group might coalesce
with the goal of demoting content from a controversial figure [41].
Yet another group might be interested in broadly harming the plat-
form by reducing recommender system performance on the basis of
some platform policy (e.g. policies on AI art [10, 27, 47]). All of these
groups might independently act by manipulating their data flow
(interacting with or rating items from a certain artist, increasing or
decreasing platform usage, etc.), unaware of each other’s actions,
and resulting in cases where their actions clash or synergize.

Public opinion polls suggest growing appetite for collective ac-
tion [16, 42], and it is only inevitable that multiple campaigns, each
with their own goals, will emerge that target the same algorithmic
system. These collectives may be unaware of each other, and the
complexity of modernML systems makes it possible that campaigns
that have seemingly distinct goals can inadvertently interact by
changing the weights of a model during training.

Given that the motivation to engage in such action is likely to
further increase, there is an urgent need to understand the dynamics
of such collective action, from the perspective of organizers trying
to be efficacious in allocating resources toward social movements,
AI developers trying to make product decisions accordingly, and
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the public who are becoming increasingly aware of how algorithms
may be manipulated.

Prior work has looked at how a small group can effectively in-
fluence algorithmic systems, including early recommender systems
[6, 31] and modern deep learning systems [17]. This research has
considered “shilling” (posting fake positive reviews to promote a
service) a set of items in a ranking system [50] and a malicious
attacker who wishes to manipulate a system [33, 51]. However, no
work has tackled cases where more than one collective, each with
their own objectives, engages with the same algorithmic system.

In classical collective action, Ostrom [39] notes that small, homo-
geneous groups of people with ability to sanction are able to effec-
tively overcome some hurdles of collective action. In algorithmic
settings, however, it is not clear what types of groups (small vs large
or homogeneous vs heterogeneous) most effectively achieve some
objective. In this work, we develop a framework for understanding
simultaneous collective action campaigns by distinct groups. Dif-
ferent collectives likely will have different goals and may engage in
structurally different actions. We first consider how these different
objectives, strategies, and sizes impact the ability for each collective
to achieve their objective (RQ1). We then consider how different
collectives might form and how collective homogeneity impacts
their efficiency (RQ2).

Using this framework, we conduct experiments with language
model-based classifiers and recommender systems. We find that
these interactions can be quite significant, e.g., two collectives that
were each able to successfully change a language model’s prediction
to their favor with near 100% efficacy when acting alone can drop
to nearly 25% efficacy when other collectives act simultaneously
(RQ1). We find homogeneity as a secondary influence compared to
group size in the recommender system task (RQ2). These examples
highlight the need to study collective action with multiple distinct
collectives going forward. Our contributions are as follows:

Establishing a Framework for Algorithmic Collective Action
by Multiple Collectives: We create a first of a kind framework
for analyzing multiple collectives acting on an algorithmic sys-
tem. Prior work [4, 19] has focused on a single collective scenario.
The key insight underlying our framework is that each collective
is likely to have their own objectives, targets, and capabilities.
Our framework helps analyze any type of system where user pro-
vided data is used. We examine the role of differing objectives,
strategies, collective size, and homogeneity while describing
other aspects for future research.

Insights from Experiments with Multiple Collectives Taking
Action with Data: Using our framework, we establish initial
findings about between-group interactions. While prior works
have studied single collectives with a single objective, here we
consider whenmultiple collectives each have their own objective.
We find certain strategies can lead to unexpected, unintentional
interactions between collectives that simultaneously undermine
their objectives. We find that collective size plays a significant
role in efficacy, and that homogeneity can play a secondary influ-
ence. The results show the underlying complexity of interactions
among distinct collectives with differing objectives and demon-
strate the need to further understand how simultaneous strategic
behavior can impact algorithmic systems.

2 Related Work
Collective Action with Algorithms and Data: Hardt et al. [19]
defines the notion of algorithmic collective action in a stylized
model, assuming one group and examining the group size that is
needed to effect changes from a theoretical perspective as well as
empirically, using language models to classify text. Baumann and
Mendler-Dünner [4] examine this framing in the song recommen-
dation context. These works consider just a single collective and
assume that the impact of the collective is related just to the size
of the group, rather than the users themselves. In many applica-
tions, however, the user’s own prior history and behavior with the
algorithmic system can greatly influence the impact that this user
has. In classical collective action, Ostrom [39] notes certain criteria
(size and homogeneity) as key factors in overcoming challenges
of collective action, however, it is not clear whether this holds in
algorithmic settings. Moreover, the presence of multiple collectives
with varying attributes relevant to algorithmic systems is a new
perspective we seek to address.

Understanding and Countering Impacts of Algorithms: A
number of scholars in computing have sought to understand how
people engage in forms of algorithmic resistance, using lenses such
as folk theory [8, 9, 29] and auditing [11, 49]. This work is heavily
predicated on the need to understand how users reason about the
algorithmic systems they interact with. Others have looked at do-
main specific contexts such as online content marketplaces [3, 12],
ridesharing [22, 26, 32, 54, 58] and forms of activism [37, 48]. Some
work has looked at manipulation and data campaigns to promote
pro-social outcomes [35, 52, 53, 60] while [20, 36] have looked at
the impact of strategic manipulation. However, none of them have
looked at multiple collectives with different strategic interests. Our
work extends these domains by looking at what happens with
multiple different interests operating on algorithmic systems. The
multiple collectives framing provides an additional dimension for
both users and researchers to consider.

Shilling and Adversarial Machine Learning: From a techni-
cal perspective, our approach looks at similar scenarios to shilling
[50] (where fake positive reviews are used to boost a product, often
in exchange for money) and adversarial ML. Most adversarial liter-
ature assumes that attacks are malicious, but some work [14] uses
adversarial methods to improve fairness outcomes. In an adversarial
ML lens, our work is most closely situated in the targeted poisoning,
where the goal is to alter training data to get a specific outcome, po-
tentially on a specific part of the population [33, 51]. More recently,
subpopulation data poisoning, where only a subset of the data is
altered to influence outcomes on a subpopulation, has been ex-
plored [18, 25]. However, most work along these lines focus on how
to achieve a specific target by crafting the optimal attack technique.
Our work focuses on who is trying to attack the ML system and
how this may determine their objectives and efficacy. In addition,
we also examine howmultiple groups acting on a system, each with
their own group compositions, can impact models. While some
adversarial work has looked at multi-objective scenarios [7, 15, 56],
to our knowledge, no work specifically tackles multiple groups with
differing objectives acting upon an algorithmic system.
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3 Framework
In expanding from a single collective to multiple, we must critically
examine how collectives may differ from each other. This allows
us to specifically articulate distinguishing features of any single
collective, and how these distinct collectives may end up interact-
ing. Here we establish a framework to identify the components
of algorithmic collective action with multiple collectives. Figure 1
summarizes the key components of this framework: Number of
Collectives/Objectives, Collective Construction, Action Availability,
Model Access, Affected Parties, and Measurement.

3.1 Framework Components
Number of Collectives and Objectives: Prior work on collective

action [4, 19, 53], adversarial machine learning, and shilling
has broadly focused on the case where just one collective tries
to achieve a specific goal. However, as more collectives seek
to ensure that the outcome of these algorithms suit their own
purposes, different collectives, each with their own objective,
will start to emerge.

Collective Construction/Properties: In practice, different users
have different abilities to influence a model. This can come be-
cause the data that one can control is different for each user (e.g.,
users can only modify their own prior ratings). The collectives
can also form from different processes(e.g., formed from fans of a
particular artist vs at a workplace). The sizes of these collectives
can vary and may be able to affect some parts of a model more
than others. Prior work samples users uniformly [4, 19].

Action Availability: Different algorithmic systems have different
types of actions available to them (ex. rating a movie, posting
positive sentiment comments). Users may be able to add entries
or alter existing ones to affect the model. In other scenarios,
users may be able to affect other entries that they are typically
not allowed to.

Access toModel: A collective’s access to the model can inform the
types of actions they can perform. If the collective has white-box
access or the model is public, a collective can construct a highly
specific adversarial attack, while if a collective has no access
and no awareness of models, they may have to rely on more
unsophisticated tactics.

Affected Party: A collective can choose to influence outcomes
for the entire dataset or a subset. For example, a fan group of a
specific artist may try targeting users who are interested in the
same genera or the broader community. [19] affects users with
a specific modification in a resume while [4] affects all users.
In data activism cases, where the goal is to influence certain
policies, targeting the action to narrowly target a specific set of
users can be more effective than trying to change the outcomes
more broadly.

Measurements: A collective’s ability to measure their efficacy
will impact whether the collective can continue or adjust tactics.
Various different fields such as psychology [40], education [1],
political science [46] and management [5, 43, 55] all consider the
role of measurement, uncertainty and mutual progress tracking.
In this context, there is a challenge on whether the collectives
can measure their outcomes themselves, and if so, how does
feedback on their progress influence their subsequent actions.

As an example, we may have two collectives, one wants to pro-
mote artist A while another wants to demote artist B. The first
collective forms from a fan community, while the second forms
from people who are opposed to certain statements artist B made.
The first collective may make positive rating changes to all artists
associated with A, while the second makes negative ratings only to
artist B. The first collective may have no knowledge of the under-
lying system, while some members in the second collective have
some access to the underlying model. The first collective wants to
promote artist A to people who are fans of similar related work,
while the second may want to demote this artist wholesale. The
first collective measures success based on increasing unique users
consumed content from artist A while the second collective mea-
sures success by decreasing the number of users consuming content
from B.

3.2 Collective Archetypes
Different collectives can have different objectives, targets, and
means of measurement. To simplify our discussion, we will define
two primary archetypes that we will explore in our experiments.
These archetypes are defined in relation to their intended goal or
what downstream behavior they want to cause the system to do.
Targeted Promoter: This collective’s focus is to promote a specific

item or set of items, causing them to be treated more favorably by
a machine learning system. This could involve causing a specific
item to be ranked higher in a recommender system, causing
members of a collective to be classified in a certain manner
among other outcomes, or causing certain tokens to show up
more frequently in a language model’s outputs.

Targeted Demoter: This collective’s focus is to demote a specific
object so that it’s treated unfavorably by the machine learn-
ing system. This could involve causing a specific movie to be
ranked lower in a recommender system or causing members of
a collective to be classified unfavorably.
Other archetypes that are important considerations are a “broad

based promoter” (a collective that broadly wants to improve the
ML system) or a “broad based demoter” – a collective that broadly
wants an ML system to perform poorly across the board. We choose
in this work to focus on the former two archetypes, as these most
directly represent the targeted, competing interest that may not
directly conflict with the ML system’s objective. This type of behav-
ior has been observed in media recommendation [38] and online
reviews [2, 34]. We note that these archetypes are “soft”. An actual
collective’s objective can be more complex than these archetypes.
Nevertheless, they allow us to more readily categorize possible sets
of a collective’s motivations.

4 Experiments
Weuse our framework to conduct several experiments to investigate
how one collective may impact the objective of another collective,
whileexamining how different collective archetypes may impact
each other. We examine two research questions (RQs), focusing
first on interaction effects that can come from different overlaps
in strategy, targets and size of collectives in language model based
classification (Section 4.1 and Section 5.1). We then investigate the
role of collective heterogeneity using the context of recommender
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Figure 1: Framework overview. Collectives 𝑐1 and 𝑐2 form with different objectives. The items they aim to modify (romance vs
drama), access to the model (white-box vs black-box access), actions they can do (promote vs demote) may vary. With this, the
collectives produces 𝑋𝑖 , their individually modified dataset. Both collectives send their individually modified data into the
model, which is then combined to produce X̄1∧2. The system’s objective function produces parameters 𝜃1∧2 which is influenced
by the combined actions of 𝑐1 and 𝑐2. The collectives measure their success by their objective functions (𝑔𝑖 ) applied on 𝑋𝑖 , their
target dataset, with the common parameters 𝜃1∧2

systems (Section 4.2 and Section 5.2). We further define collective
heterogeneity in the experimental setup: at a high level, this refers
to the how “similar” members of the collective are to each other.
We use a recommender for the second RQ as recommender data is
more well-suited for studying complex collective formation. Our
research questions are as follows.

RQ1: When two collectives have their own objectives and are
acting on a system, how do different targets, strategies and
collective sizes affect the ability of each collective to achieve
their respective objective?

RQ2: When two collectives each have their own objectives, how
does collective heterogeneity affect their ability to achieve
said objective?

To futher help build intuition, we also examine a linear case in
Appendix A.

4.1 Language Model Experimental Setup
We expand Hardt et al. [19] to a two collective setting. Here, a fine-
tuned BERT model performs multiclass prediction on resumes [28]
to predict the roles of the candidates. The collective members plant
a “signal” in their input resumes as well as adjust their classification

labels (as done in prior work). This modified data is then used as part
of training. The collective’s goal is to ensure that when said signal
appears at evaluation time, the model will classify resumes with the
signal to the desired class. Here, we consider cases where multiple
“targeted promoters” collectives modify their input texts (resumes)
and their training labels to influence the downstream classification.
The collective is successful if the top-one prediction accuracy of
resumes sharing the same signal is high – this is the same as one of
the metrics used in Hardt et al. [19] (full experimental setup details
in Appendix B).

For our experiments, we consider a two collective scenario where
each collective plants a signal. Each collective’s goal is that all data
points with the same planted signal will be classified to its de-
sired target class 𝑡𝑖 . Each collective may employ their own signal
to achieve their desired result. In our framework, we can express
the objective 𝑔𝑖 as the probability of predicting target class 𝑡𝑖 on
target data X̃𝑖 given language model’s learned parameters 𝜃 - i.e.,
𝑔𝑖 (X̃𝑖 |𝜃 ) = 𝑝 (X̃i = 𝑡𝑖 ;𝜃 ). We can compare the outcome when two
collectives interact on the system, 𝑔𝑖 (X̃𝑖 |𝜃𝑖∧𝑗 ) with learned param-
eters 𝜃𝑖∧𝑗 , vs a single collective, 𝑔𝑖 (X̃𝑖 |𝜃𝑖 ), with learned parame-
ters 𝜃𝑖 . Here, the collective’s only care about efficacy on resume’s
planted with the specific signal (modification).
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We note that this type of strategy/targeting is a more specific
instance of the general actions available in a collective action set-
ting. While we choose to focus on a very specific type of strategy
(modification of text resume data), this approach can be readily
applied to any number of models, targets and behaviors.

4.2 Recommender Systems Experimental Setup
Scenario and Assumptions: For this set of experiments, we model
two collectives that can be either a “targeted promoter” or a “tar-
geted demoter” archetype - i.e. they either want to promote or
demote specific items. These users do not have direct model access,
and the only action they can do is either add or change their rating
on a movie they want to directly impact. We focus on this case, as
these types of behavior (promoting or demoting specific objects),
has been observed in various contexts [3, 12, 50]. We assume that
the “target items” of any given campaign are a function of the
collective members. In our experiments, the actions available to
participants are either changing a rating to the highest or lowest
possible rating. We assume that the collective wants to change the
overall ranking of a set of items across all users. We form collectives
by first grouping users into initial clusters based on some notion of
similarity, which we instantiate for our experiments in Section 5.2.
We generate our collective by sampling from these clusters. By
controlling the propensity of sampling from a seed cluster, we can
control the homogeneity of the resulting collective.

Collective Formation and Item Selection: To form collectives,
we start with initial recommender system data 𝑀 . We first use a
matrix factorization model, which decomposes the data𝑀 = 𝑈𝑇𝑉

where𝑈 are the user vectors and𝑉 are the item vectors. These user
vectors can be used as features to cluster similar users together. We
cluster users into 𝑄 clusters based on their user vectors. This gives
us a purely data driven approach to clustering users. We expect that
users that have similar interests are more likely to interact with each
other if embarking on a data campaign. This results in 𝑄 clusters
(𝑞1, 𝑞2, ...𝑞𝑄 ). We pick 𝐶 clusters to use as seeds for our eventual
collective. These clusters can be picked uniformly at random or
picked to be maximally distant from each other. We will call 𝑐𝑖 the
collective that has seed cluster 𝑞𝑖 . To assign users to a collective, we
introduce a sampling propensity 𝑝 which represents the probability
of picking a user for collective 𝑐𝑖 from cluster 𝑞𝑖 (Figure 2). A
propensity of 1 means that 𝑐𝑖 would only have users from 𝑞𝑖 while
a propensity of 1

𝑄
means that 𝑐𝑖 will have roughly equal proportion

of users from all clusters. By varying 𝑝 we can examine different
levels of homogeneity from completely homogeneous (𝑝 = 1) to
fully heterogeneous. Understanding the role of this homogeneity is
crucial, as collectives in the real-world form from various processes,
resulting in collectives having differing levels of homogeneity. After
seed clusters are chosen, we sample uniformly at random from
users in the chosen cluster. We repeat this process until we get 𝑁
users for every 𝑐𝑖 cluster. Once we have the collective members,
we determine the item set that they will act on. We look at the
collectively highest rated items and select 𝑉 items. If a collective is
highly similar (𝑝 is close to 1) we expect top-rated items to also be
highly similar.

Evaluation: To evaluate effectiveness of the collective’s behav-
ior, we measure the relative hit ratio of the items targeted by the

𝑐1 𝑐4

𝑞1 𝑞2 𝑞3 𝑞4

𝑝 1−𝑝
3

1−𝑝
3

1−𝑝
3

1−𝑝
3

1−𝑝
3

1−𝑝
3

𝑝

Figure 2: Group construction process used for forming two
collectives (𝐶 = 2). Here we have 𝑄 = 4 clusters of users. 𝑞1
serves as the seed for 𝑐1, and 𝑞4s serves as the seed for 𝑐4. The
collectives are then constructed by sampling with probability
𝑝 from their seed cluster and then uniformly at random from
the remaining clusters 1−𝑝

3 .

collectives for all users in the test set. We let 𝑔𝑖 (the objective func-
tion for collective 𝑐𝑖 ) be the Hit Ratio at k (HR@k or Hit Ratio) for
a set of items chosen by collective 𝑖 . The HR@k ratio measures
what fraction of users see a given item or set of items in their top
𝑘 rankings, a higher HR@k ratio means more users are seeing the
item of interest. “Promoter” collectives want the ratio to increase,
while a “demoter” collectives will want the ratio to decrease.

Let the collective’s target to be X̃𝑖 . Let 𝜃 ′ be the parameters
learned from the model without any modifications and 𝜃𝑖 be the
parameters learned when 𝑐𝑖 performs its modification strategy. For
this set of experiments, we assume the collective is trying to affect
all potential users. We let 𝑔𝑖 (X̃i |𝜃 ′) be 𝑐𝑖 ’s objective without any
collective modifying ratings, while𝑔𝑖 (X̃i |𝜃i) evaluates 𝑐𝑖 ’s objective
when performing their collective action. The relative hit ratio can

be written as 𝑔𝑖 (𝑋𝑖 |𝜃𝑖 )
𝑔𝑖 (𝑋𝑖 |𝜃 ′ ) . Collectives that have a goal to increase the

relative ranking want the HIT ratio to be greater than 1, while ones
that want to decrease the relative ranking want the relative hit
ratio to be less than 1. To measure how different collectives affect
each other, we can compute 𝑔𝑖 (X̃𝑖 |𝜃𝑖∧𝑗 ) where 𝜃𝑖∧𝑗 is the learned
when both collectives 𝑖 and 𝑗 collectives make their modifications.
We define the constructiveness of collective 𝑗 on 𝑖’s objective as

𝐶𝑇 (𝑐𝑖 , 𝑐 𝑗 ) =
𝑔𝑖 (𝑋𝑖 |𝜃𝑖∧𝑗 )
𝑔𝑖 (𝑋𝑖 |𝜃 ′ ) − 𝑔𝑖 (𝑋𝑖 |𝜃𝑖 )

𝑔𝑖 (𝑋𝑖 |𝜃 ′ ) . When the constructive score is
positive, 𝑐 𝑗 is constructively boosting 𝑐𝑖 and if the score is negative,
𝑐 𝑗 is interfering with 𝑐𝑖 .

5 Results
We first analyze the role of differing objectives, target, strategies,
and group sizes in the two collective scenario in language model
classification in Section 5.1. We then further examine the role of
collective homogeneity in Section 5.2.

5.1 RQ1 Role of Multiple Objectives
Experimental Details: Following Hardt et al. [19], we finetune
distilbert-based-uncased [45] using Hugging Face [57] for five
epochs with default hyperparameters. Full details on the training
setup can be found in Appendix B. Each collective in this case is
a targeted promoter; they perform their modifications to achieve
high top one accuracy prediction on their desired target class using
a specific strategy. All strategies in these experiments are of the
same form: inserting a specific character (denoted by the number)
every 20 words. The difference lies in the specific character inserted.
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Collectives are differentiated by their target and strategy.We denote
each of these collective archetypes as [𝐿𝑒𝑡𝑡𝑒𝑟 ] [𝑁𝑢𝑚𝑏𝑒𝑟 ] where the
letter refers to a target class and the number refers to a specific
modification strategy (i.e. which character to use). For example, if
we compare collectives𝐴1 and𝐴2we are referring to two collectives
which have the same target class but employing a different strategy.
The specifics instantiations of these collectives can be found in
Appendix B. In our experiments, we consider two strategy pairings
(“0" vs “1" and “100" vs “101"). We examined two sets to understand
whether high level semantic similarities/difference between these
strategies may play a role. In particular, “0" vs “1" are two characters
that are semantically similar, and appear several times in the dataset
(< 30 instances over 25, 000 data points) while “100" vs “101" are
both characters never seen in the dataset. The mapping of these
numbers to characters can be found in Appendix B.

Evaluation: With our two strategy sets, we consider three sce-
narios for each of them. The first is when each collective targets
different classes with separate strategies. The second is where both
collectives use the same strategies but different target classes. The
third is where both collectives use different strategies but the same
target class. The objective 𝑔𝑖 is to have a high probability of predict-
ing the target class. The set of resumes to evaluate on �̃�𝑖 , resumes
with the prescribed modification. We directly plot 𝑔𝑖 (X̃i |𝜃𝑖∧𝑗 ) (col-
lective i’s objective when both i and j are acting on the system) as
well as 𝑔𝑖 (X̃i |𝜃𝑖 ) (collective i’s objective when just i is acting on the
system).

Figure 3 shows the results with varying levels of participation
(users chosen uniformly at random and the two collectives having
equal sizes). The outcome is the efficacy: the probability that a user
with this modification strategy is classified to the intended target.
The 𝑥-axis represents the percentage of users participating in a
given collective. The dashed lines represent the baseline when only
one collective was acting on the model, while the solid represents
the individual collective’s efficacy in the presence of each other.

In the first column, we see in Figure 3a an instance of another
collective acting on the target can be helpful (A0 vs B1 where
the solid lines are above the dashed lines) especially in the low
participating scenario. However, in the Figure 3d (A100 vs B101)
the presence of another collective is harmful even when both col-
lectives use different strategies and target different classes (solid
lines below the dashed lines). One possible reason for this is that
Figure 3a the collectives uses more standard characters that ex-
ist (infrequently) in the unmodified dataset, while in Figure 3d
each strategy uses never before seen characters. Indeed for this
distilbert-based-uncased tokenizer, we find that, even though
the characters themselves are distinct, the tokenizer treats the “100"
and “101" characters as identical. This results in the model treating
the two unique characters as a similar signal. This creates a conflict
in this context. The second column shows in direct confrontation
(using the same strategy but targeting different classes) that collec-
tives both lose some efficacy. In the case where they both target the
same class but employ different strategies, there is not a noticeable
loss in performance.

Role of Collective Size:We further examine how varying the
sizes of each collective can affect efficacy. In Figure 4 we see that,
while there is some effect of collective sizes in the lower levels of

participation in 4a, with enough participation, both collectives get
nearly full efficacy. This is in contrast to 4bwhere the two collectives
act antagonistically, notably we see explicit tradeoffs across varying
levels of participation where one collective performs well while the
other collective suffers. In particular, A100 outperforms B101 when
at equal participation, collective B101 requires nearly 2x larger
participation than A100 in order to be successful. This scenario is
noteworthy as both the strategy and target these collectives operate
on are distinct. As in the previous example, the distinctiveness
of both the characters in this scenario may inadvertently cause
conflict.

5.2 RQ2: Impact of Heterogeneity
Experimental Details: We defined the high-level experimental
setup in Section 4.2. For the specific instantiations for this experi-
ment, we set the number of collectives 𝐶 = 2, which are selected
from𝑄 = 10 number of clusters. We let the number of items picked
for targeting 𝑉 = 10 and evaluate the HR@K where 𝐾 = 10. We
set 𝑁 = [10, 20, 50] to examine the impact on collective size. while
having 𝑝 (propensity) vary from [0.1, 0.25, 0.5, 0.75, 1]. We use Sur-
prise [24] as our implementation and perform grid search, across
number epochs, learning rate and regularization with standard 5-
fold cross validation to do parameter selection for each iteration
of simulation. We use MovieLens 100k [21] as the dataset where
the users can either promote items (change rating to 5) or demote
items (change to rating 1). We perform each of these experiments
100 times. We use 𝐿2 distance/k-means to determine clusters in
one set of experiments and cosine distance/k-medoids in another
set of experiments for robustness. To choose the two collectives’
centroids, we consider two methodologies: one where we perform
random selection of the seed clusters and one where we choose
the two clusters that have the maximum distance from each other
as the seed. For the results in the main body, we present the case
where cosine distance paired with k-medoids are used for deter-
mining clusterings and the two collectives cluster’s centroids are
chosen to have maximum distances, we present the other scenarios
in the Appendix C, D . We run these experiments on a campus
CPU cluster. 100 iterations of any single parameter choice set take
roughly four hours to run.

Evaluation: We use the constructiveness score 𝐶𝑇 (𝑐𝑖 , 𝑐 𝑗 ) =

𝑔𝑖 (X̃𝑖 |𝜃𝑖∧𝑗 )
𝑔𝑖 (X̃𝑖 |𝜃 ′ ) − 𝑔𝑖 (X̃𝑖 |𝜃𝑖 )

𝑔𝑖 (X̃𝑖 |𝜃 ′ ) for both 𝐶𝑇 (𝑐1, 𝑐2) and 𝐶𝑇 (𝑐2, 𝑐1). In other
words, we examine what happens to 𝑐1’s objective in the presence
of 𝑐2 compared to when there’s just 𝑐1 operating in the system and
vice versa. A “promoter” collective will want a positive score, while
a “demoter” collective will want a negative score.

Single Collective Settings: As a preliminary study, we inves-
tigate how collective homogeneity and collective size impacts the
ability to affect the hit ratio. We plot the relative hit ratio and show
one of the design choices (grouping) and defer the rest for Appen-
dix C. We find that the collective size has a first order impact on the
ability to promote or demote rankings, while homogeneity has a
second order impact. In Figure 5 we see that changing the collective
size has a more pronounced impact than homogeneity. Regarding
homogeneity (𝑝), we see for demoter archetypes that the largest
impact does not occur at 1. Rather, it ranges between 0.1 − 0.75;
in other words, fully homogeneous collectives tend to do worse in
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Figure 3: Multiple Collective Action in the Resume Modification Task. Two collectives, each with their own strategy, insert
a character to cause resumes with this character pattern to be classified to a given target class. Collectives are labeled [Let-
ter][Number] where [Letter] corresponds to a target class and [Number] corresponds to a specific character used (mapped in
Appendix B). Each row represents a different character set. The 𝑥-axis is the % of population participating in a given collective.
The 𝑦-axis is the efficacy, in this case, the top-one accuracy on predicting the collective’s target class. The dashed line represents
the baseline efficacy of the collective acting alone on the system. The solid lines show the efficacy of one of the collectives
when two of them are acting on the system. We can see behavior when the presence of another collective can be helpful (3a
solid lines above dashed lines) where they can be antagonistic (3b, 3d 3e solid lines below dashed lines) or minor impact (3b,
3e). Most notably, while Figures 3a and 3d are the same scenario, just with different characters, they produce very different
outcomes (helpful interaction vs harmful) potentially due to the characters used in 3a appear in non-modified data while the
characters used in 3d only appear in the modified data.

effecting their objectives while collectives with varying levels of
homogeneity are more effective in achieving their objective. The im-
pact of homogeneity is more pronounced with demoter archetypes,
the impact of homogeneity on the promoter archetype is minimal.

Impact of multiple collectives: In Figure 6 we see what hap-
pens when both collectives attempt to promote different sets of
items (blue), demote different sets of items (orange) and one collec-
tive promotes and another collective demotes (green). The 𝑥-axis is
the homogeneity defined by sampling propensity 𝑝 , while the𝑦-axis
is the constructiveness score. We see that the blue lines have posi-
tive constructiveness score as desired. We also see that the orange
lines (both collectives demoting) have negative scores as desired.
The 𝑝 that achieves better outcome generally doesn’t occur at the
extremes, suggesting that collectives that are more heterogeneous
are more effective at making a change.

When multiple collectives are demoting ratings, it seems easier
to achieve than when two collectives are increasing ratings. One
possible reason is moving items away from the top 10 is easier
than adding them into the top 10 by virtue that there are far more
than 10 items to rank – a small collective demoting ratings could
be enough to bring it out of that list. When the collectives have
different objectives, a conflict arises. In green, we see a scenario
with a promoter archetype (▲) and a demoter archetype (▼). In this

case, the first collective would want their CT score to be positive,
while the second collective would want it negative. However, it
is the opposite. This implies that the two collectives are actively
hindering each other. Given these two collectives have centroids
that are maximally far apart, one may expect minor interference.
However, this graph refutes this notion. This interference conveys
the importance in understanding the effects of multiple collectives
acting on algorithmic systems and how collectives can help or
hinder each other.

5.3 Summary of Results
The results demonstrate that two collectives acting on systems can
have complementary or antagonistic impact. We see the efficacy of
algorithmic collective action increases as the complexity of models
increase; a collective in the linear case had a relatively smooth,
muted impact while in the language model setting, a minor change
had a much more profound impact. A priori it may be difficult for
collectives to anticipate which combinations of strategies can be
complementary or antagonistic for complex models (e.g models can
interpret seemingly different behaviors as the same). Sizes of the
collective are an important factor, which can allow one collective
to nullify the impact of another collective’s collective action. A
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Figure 4: Role of varying sizes. Here, there are two different strategy sets where, for each scenario, the strategy and the target
used by each collective is distinct. The 𝑥-axis shows the percentage participation of the first collective, while the 𝑦-axis is the
percentage participation in the second collective. Each square represents a single collective’s efficacy (denoted in the title)
(averaged across 5 trials). We see that, while there is some effect of collective sizes in the lower levels of participation in 4a, with
sufficient amount of participation, both collectives get nearly full efficacy. This is in contrast to 4b where the two collectives act
antagonistically. In particular, B101 requires nearly 2x participation compared to A100 to achieve its objective.

collective’s heterogeneity can play a second order influence on
efficacy role for certain archetypes (demoters).

6 Discussion
Role of Multiple Objectives: Figure 6 demonstrates cases in
which collectives assist each other (when collectives both promote)
and interfere with each other (when one collective promotes and
another demotes). While we cannot make universal claims that
this pattern will always hold, our results above provide a concrete
takeaway for both organizers of collective action and AI developers:

interactions between collectives can have large impacts on collec-
tive action success and overall system performance. Furthermore,
by using our experimental results or conducting similar experi-
ments, both organizers and developers can reason about likely
interactions.

More than Two Collectives: Here we highlight some of the
potential behaviors and challenges when analyzing more than two
collectives. To motivate future work and understand some of the
complications that come with three collectives, here we consider
the effect of a third collective participating in the classification
example seen in Section 4.1. We consider the base case where two
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Figure 5: Impact on collective size and homogeneity in chang-
ing in HIT ratio for a single collective scenario. The means
and the standard deviations of the relative HIT ratio are plot-
ted. The 𝑥-axis represents homogeneity as measured by the
sampling propensity (𝑝), a higher 𝑝 means that the members
of the resulting collectives are more similar. The 𝑦-axis is the
relative HIT ratio, in other words, how much higher/lower
are the rankings of a collective’s item when acting on the
system vs no action. Blue represents 𝑛 = 10, orange is 𝑛 = 20
and green is 𝑛 = 50. The solid lines represent demoting col-
lectives, while dashed lines represent promoting collectives.
Collective size plays a much larger influence than homo-
geneity, especially for demoting groups; homogeneity plays
a secondary influence.

collectives are taking action. We then consider what happens to
the first two collectives’ efficacy when a third collective partici-
pates. In Figure 7, we plot the efficacy of two collectives in the
presence of a third collective (solid lines). In Figure 7a we see minor
impacts, while in Figure 7b we see a more pronounced impact. As
the number of collectives increases, where each collective employs
different strategies and targets, these interaction effects can be-
come more difficult to understand or isolate. However, this remains
an important area to characterize further. Earlier, we introduced
the notion of a "constructiveness score", as a reminder, 𝐶𝑇 (𝑐𝑖 , 𝑐 𝑗 )
measures the impact that collective j has on collective i’s objective.
One way to extend this measure would be to compute pairwise
constructiveness scores across two groups. Another method could
be to employ a VCG style calculation, which would compute the
harm to objective values of the other collectives when 𝑗 is present
vs the objective values when 𝑗 is not present [44]. These measures
can quantify a collective’s impact against any number of others.

Sanctions and Trustworthiness: In our experiments, all col-
lective members act unilaterally (e.g., all set their ratings to 5-stars
for a target set of items). However, the process by which collec-
tive members ensure that everyone acts in accord with the stated
objective may involve disagreement and noise. For example, if a
collective in a movie recommendation scenario wants to improve
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Figure 6: Constructive score vs. sampling propensity for a
two collective scenario involving a recommender system.
The constructiveness score between 𝑐1 and 𝑐2 measures the
change in 𝑐1’s objective with the presence of both 𝑐1 and 𝑐2
in the system compared to just 𝑐1 in the system. Blue lines
show a two “promoting” collectives scenario, while orange
shows two ‘demoting” collectives scenario. Green shows a
scenario where there is promoter collective (solid line with
▲) and a second demoter collective (dashed lines with ▼).
Shaded regions are 1𝜎 ranges for the 100 simulations. We
see that the blue lines have a positive CT score, meaning
that having both collectives act in the system is beneficial to
their goal of boosting rankings. We see the orange lines are
negative, meaning that having both collectives in the system
is beneficial in their goal of demoting rankings. However,
when one collective is trying to and the other is trying to
decrease, we see that the collective that is trying to promote
items (green ▲) sees a negative CT score and a collective that
trying to demote items (green ▼) has a positive CT score.
These collectives are interfering with each other.

the ratings of romantic comedies, some users may interpret which
movies count as romantic comedies differently. Classical collec-
tive action work [39] considers the ability of a collective to punish
individuals in the collective when they do not behave to benefit
the collective as a whole. Future experiments might engage with
sociological work on collective action and social dilemmas [23, 30].

What is Malicious Collective Action? Our work contributes
to an ongoing discussion around what kinds of collective action
count as malicious [13, 52, 53]. The common framing in the adver-
sarial ML literature frames those seeking to strategically act upon
or against ML systems as “attackers” and those who prevent or fix
this as “defenders". This framing makes an implicit value judgement
that ML system deployment is good for everyone and worth de-
fending. However, these systems have biases, weaknesses, and goal
misalignment from those who use this system. Some “adversarial
attacks" can help improve outcomes [14]. We do not claim that all
collective action is net beneficial or that all ML systems are “bad",
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Figure 7: Role of a third collective on efficacy of the other two collectives. We see different types of potential impacts. The
left shows minor impact with a third collective present. This may be because all the collectives are targeting the same class
(A). The right figure shows a decline in efficacy for the blue collective while an increase in efficacy for the orange collective.
The interfering collective has the same target as the orange collective - the presence of the new collective boost B101 while
weakening A100.

but that collective action is core to understanding model behavior
and could help mitigate ML harms. We recognize that some of these
insights could be used for more nefarious means, underlying the
need for more transparent algorithms and platforms to help identify
nefarious use.

Limitations and Future Work: Our experiments looked at
a subset of model types (BERT-based classification and classical
matrix factorization). Exploringmore complexmodels (e.g. large lan-
guage models), different and larger datasets/task, could show differ-
ent implications on between-collective interaction. Prior work [18]
suggests that the ability to influence a model with small amounts of
data scales with model complexity. Given our results on a smaller
language model yielded stark results, we would expect that ex-
porting this framework to a larger model would yield similarly
interesting results. Further developing empirical and theoretical
results with three or more collectives is another important line of
investigation we leave for further work.

As mentioned earlier, another avenue to expand these experi-
ments would be to more fully simulate the social factors involved
in collective formation and collective governance, potentially with
network based formation. This may require richer data not typically
available in open academic datasets or making various platform
specific assumptions. This would involve further modeling individ-
ual motivations and action availability, accounting for how people
respond to feedback from collective action, and modeling more
than two or three collectives at once.

Further nuanced behaviors between collectives could be ex-
plored, including multi-collective membership, goal sharing be-
tween collectives or collectives forming strategies based on other
collectives. While these are promising avenues, this would further
require deeper assumptions about how collectives engage organi-
zationally with each other.

7 Conclusion
We introduced the first of a kind framework for analyzing data-
driven collective action with multiple collectives. This framework
invites exploration into settings in which multiple collectives, each
with their objectives, attempt to influence a machine learningmodel
for a specific outcome. These elements include differing objectives,
strategies, collective size, and homogeneity. We demonstrated the
utility of this framework by conducting experiments in both lan-
guage classification and recommendation domain in a two collec-
tive scenario. In both contexts, we found evidence of interaction
effects, potentially quite large, that can unintentionally help or hin-
der groups when performing algorithmic collective action. We see
cases where a collective that was able to achieve near 100% efficacy
in their objective when acting alone could drop to nearly 25% effi-
cacy in the presence of another collective (RQ1). We also find that
group heterogeneity may play a secondary impact in collective effi-
cacy for demoter archetypes (RQ2). These interactions underscore
the need to understand how this kind of strategic behavior affects
systems and outcomes more broadly. Our work recognizes the role
and impact that individuals working together can have on large
algorithmic systems. It underscores how collectives can leverage
their data to get better outcomes, even when algorithms are not
transparent. It also highlights the importance of those providing
data to models and how these individuals may work together to
better promote their own interest in the face of large, algorithmic
systems.

Acknowledgments
We would like to thank the many people who provided feedback
on the paper: Leah Ajmani, Naina Balepur, Ti-Cheng Cheng, Brent
Hecht, Andy Lee, and Kaivalya Rawal. We would also like to thank
the anonymous reviewers for providing feedback and suggestions.



Algorithmic Collective Action with Two Collectives FAccT ’25, June 23–26, 2025, Athens, Greece

References
[1] Rozz Albon and Tony Jewels. 2014. Mutual Performance Monitoring: Elaborating

the Development of a Team Learning Theory. Group Decision and Negotiation 23,
1 (Jan. 2014), 149–164. doi:10.1007/s10726-012-9311-9

[2] Michael Anderson and Jeremy Magruder. 2012. Learning from the crowd: Re-
gression discontinuity estimates of the effects of an online review database. The
Economic Journal 122, 563 (2012), 957–989.

[3] Jack Bandy and Nicholas Diakopoulos. 2020. #TulsaFlop: A Case Study of
Algorithmically-Influenced Collective Action on TikTok. doi:10.48550/arXiv.
2012.07716 arXiv:2012.07716 [cs].

[4] Joachim Baumann and Celestine Mendler-Dünner. 2024. Algorithmic Collective
Action in Recommender Systems: Promoting Songs by Reordering Playlists. arXiv
preprint arXiv:2404.04269 (2024).

[5] Matthew K. Burns, Rebecca Peters, and George H. Noell. 2008. Using performance
feedback to enhance implementation fidelity of the problem-solving team process.
Journal of School Psychology 46, 5 (Oct. 2008), 537–550. doi:10.1016/j.jsp.2008.04.
001

[6] Chrysanthos Dellarocas. 2000. Immunizing online reputation reporting systems
against unfair ratings and discriminatory behavior. In Proceedings of the 2nd
ACM conference on Electronic commerce (Minneapolis, Minnesota, USA) (EC ’00).
Association for Computing Machinery, New York, NY, USA, 150–157.

[7] Yepeng Deng, Chunkai Zhang, and XuanWang. 2019. AMulti-objective Examples
Generation Approach to Fool the Deep Neural Networks in the Black-Box Sce-
nario. In 2019 IEEE Fourth International Conference on Data Science in Cyberspace
(DSC). 92–99. doi:10.1109/DSC.2019.00022

[8] Michael A DeVito, Darren Gergle, and Jeremy Birnholtz. 2017. “Algorithms
ruin everything”: #RIPTwitter, Folk Theories, and Resistance to Algorithmic
Change in Social Media. In Proceedings of the 2017 CHI Conference on Human
Factors in Computing Systems (Denver, Colorado, USA) (CHI ’17). Association for
Computing Machinery, New York, NY, USA, 3163–3174.

[9] Michael A DeVito, Jeffrey T Hancock, Megan French, Jeremy Birnholtz, Judd
Antin, Karrie Karahalios, Stephanie Tong, and Irina Shklovski. 2018. The algo-
rithm and the user: How can hci use lay understandings of algorithmic systems?.
In Extended Abstracts of the 2018 CHI Conference on human factors in Computing
Systems. 1–6.

[10] Cheyenne DeVon. 2024. Billie Eilish, Nicki Minaj, Jon Bon Jovi and over 200 artists
call for protections against “predatory use of AI”. https://www.cnbc.com/2024/
04/05/billie-eilish-nicki-minaj-200-artists-sign-letter-against-ai-music.html

[11] Alicia DeVos, Aditi Dhabalia, Hong Shen, Kenneth Holstein, and Motahhare
Eslami. 2022. Toward User-Driven Algorithm Auditing: Investigating users’
strategies for uncovering harmful algorithmic behavior. In Proceedings of the 2022
CHI Conference on Human Factors in Computing Systems. 1–19.

[12] Michael Etter and Oana Brindusa Albu. 2021. Activists in the dark: Social media
algorithms and collective action in two social movement organizations. Organi-
zation 28, 1 (Jan. 2021), 68–91. doi:10.1177/1350508420961532 Publisher: SAGE
Publications Ltd.

[13] Michael Etter and Oana Brindusa Albu. 2021. Activists in the dark: Social media
algorithms and collective action in two social movement organizations. Organi-
zation 28, 1 (2021), 68–91.

[14] Yunhe Feng and Chirag Shah. 2022. Has ceo gender bias really been fixed? adver-
sarial attacking and improving gender fairness in image search. In Proceedings of
the AAAI Conference on Artificial Intelligence, Vol. 36. 11882–11890.

[15] Javier García, Rubén Majadas, and Fernando Fernández. 2020. Learning adversar-
ial attack policies through multi-objective reinforcement learning. Engineering
Applications of Artificial Intelligence 96 (Nov. 2020), 104021. doi:10.1016/j.engappai.
2020.104021

[16] The Authors Guilds. 2023. New Authors Guild AI Survey Reveals That
Authors Overwhelmingly Want Consent and Compensation for Use of
Their Works. https://authorsguild.org/news/ag-ai-survey-reveals-authors-
overwhelmingly-want-consent-and-compensation-for-use-of-their-works/

[17] Sihan Guo, Ting Bai, and Weihong Deng. 2023. Targeted Shilling Attacks
on GNN-based Recommender Systems. In Proceedings of the 32nd ACM Inter-
national Conference on Information and Knowledge Management (<conf-loc>,
<city>Birmingham</city>, <country>United Kingdom</country>, </conf-loc>)
(CIKM ’23). Association for Computing Machinery, New York, NY, USA, 649–658.

[18] Isha Gupta, Hidde Lycklama, Emanuel Opel, Evan Rose, and Anwar Hithnawi.
2024. Fragile Giants: Understanding the Susceptibility of Models to Subpopulation
Attacks. arXiv:2410.08872 [cs.LG] https://arxiv.org/abs/2410.08872

[19] Moritz Hardt, Eric Mazumdar, Celestine Mendler-Dünner, and Tijana Zrnic. 2023.
Algorithmic Collective Action in Machine Learning. doi:10.48550/arXiv.2302.
04262 arXiv:2302.04262 [cs, stat].

[20] Moritz Hardt, NimrodMegiddo, Christos Papadimitriou, andMaryWootters. 2016.
Strategic Classification. In Proceedings of the 2016 ACM Conference on Innovations
in Theoretical Computer Science (ITCS ’16). Association for Computing Machinery,
New York, NY, USA, 111–122. doi:10.1145/2840728.2840730

[21] F. Maxwell Harper and Joseph A. Konstan. 2015. TheMovieLens Datasets: History
and Context. ACM Trans. Interact. Intell. Syst. 5, 4, Article 19 (dec 2015), 19 pages.

doi:10.1145/2827872
[22] Bethany Hastie. 2020. Platform Workers and Collective Labour Action in

the Modern Economy. University of New Brunswick Law Journal 71 (2020),
40. https://heinonline.org/HOL/Page?handle=hein.journals/unblj71&id=46&
div=&collection=

[23] Douglas D Heckathorn. 1996. The dynamics and dilemmas of collective action.
American sociological review (1996), 250–277.

[24] Nicolas Hug. 2020. Surprise: A Python library for recommender systems. Journal
of Open Source Software 5, 52 (2020), 2174. doi:10.21105/joss.02174

[25] Matthew Jagielski, Giorgio Severi, Niklas Pousette Harger, and Alina Oprea. 2021.
Subpopulation data poisoning attacks. In Proceedings of the 2021 ACM SIGSAC
Conference on Computer and Communications Security. 3104–3122.

[26] Meijerink Jeroen, Jansen Giedo, and Daskalova Victoria. 2021. Platform Economy
Puzzles: A Multidisciplinary Perspective on Gig Work. Edward Elgar Publishing.
Google-Books-ID: cXg8EAAAQBAJ.

[27] Harry H. Jiang, Lauren Brown, Jessica Cheng, Mehtab Khan, Abhishek Gupta,
Deja Workman, Alex Hanna, Johnathan Flowers, and Timnit Gebru. 2023. AI Art
and its Impact on Artists. In Proceedings of the 2023 AAAI/ACM Conference on AI,
Ethics, and Society (AIES ’23). Association for Computing Machinery, New York,
NY, USA, 363–374. doi:10.1145/3600211.3604681

[28] Kameni Florentin Flambeau Jiechieu and Norbert Tsopze. 2021. Skills prediction
based on multi-label resume classification using CNN with model predictions
explanation. Neural Computing and Applications 33, 10 (2021), 5069–5087.

[29] Nadia Karizat, Dan Delmonaco, Motahhare Eslami, and Nazanin Andalibi. 2021.
Algorithmic Folk Theories and Identity: How TikTok Users Co-Produce Knowl-
edge of Identity and Engage in Algorithmic Resistance. Proc. ACM Hum.-Comput.
Interact. 5, CSCW2 (Oct. 2021), 1–44.

[30] Peter Kollock. 1998. Social dilemmas: The anatomy of cooperation. Annual review
of sociology 24, 1 (1998), 183–214.

[31] Shyong K Lam and John Riedl. 2004. Shilling recommender systems for fun and
profit. In Proceedings of the 13th international conference on World Wide Web (New
York, NY, USA) (WWW ’04). Association for Computing Machinery, New York,
NY, USA, 393–402.

[32] Ya-Wen Lei. 2021. Delivering Solidarity: Platform Architecture and Collective
Contention in China’s Platform Economy. American Sociological Review 86, 2
(April 2021), 279–309. doi:10.1177/0003122420979980 Publisher: SAGE Publica-
tions Inc.

[33] Jing Lin, LongDang,Mohamed Rahouti, and Kaiqi Xiong. 2021. MLAttackModels:
Adversarial Attacks and Data Poisoning Attacks. doi:10.48550/arXiv.2112.02797
arXiv:2112.02797 [cs].

[34] Michael Luca. 2016. Reviews, reputation, and revenue: The case of Yelp. com.
Com (March 15, 2016). Harvard Business School NOM Unit Working Paper 12-016
(2016).

[35] Caleb Malchik and Joan Feigenbaum. 2022. From Data Leverage to Data Co-Ops:
An Institutional Model for User Control over Information Access. doi:10.48550/
arXiv.2201.10677 arXiv:2201.10677 [cs].

[36] Smitha Milli, John Miller, Anca D. Dragan, and Moritz Hardt. 2019. The Social
Cost of Strategic Classification. In Proceedings of the Conference on Fairness, Ac-
countability, and Transparency (FAT* ’19). Association for Computing Machinery,
New York, NY, USA, 230–239. doi:10.1145/3287560.3287576

[37] Gemma Newlands, Christoph Lutz, and Christian Fieseler. 2018. Collective
action and provider classification in the sharing economy. New Technology,
Work and Employment 33, 3 (2018), 250–267. doi:10.1111/ntwe.12119 _eprint:
https://onlinelibrary.wiley.com/doi/pdf/10.1111/ntwe.12119.

[38] Annabel Nugent. 2021. Taylor Swift fans share tips on how to make old ‘Fear-
less’ album disappear to mark release of ‘Taylor’s Version’. Independent (Apr
2021). https://www.independent.co.uk/arts-entertainment/music/news/taylor-
swift-fearless-fans-b1829051.html

[39] Elinor Ostrom. 1990. Governing the commons: The evolution of institutions for
collective action. Cambridge university press.

[40] Louise Overington and Gabriela Ionita. 2012. Progress monitoring measures: A
brief guide. Canadian Psychology / Psychologie canadienne 53, 2 (2012), 82–92.
doi:10.1037/a0028017 Place: US Publisher: Educational Publishing Foundation.

[41] Will B Payne. 2024. Review bombing the platformed city: Contested po-
litical speech in online local reviews. Big Data & Society 11, 3 (2024),
20539517241275879.

[42] Derek Robertson. 2024. Exclusive poll: Americans favor AI data regula-
tion. https://www.politico.com/newsletters/digital-future-daily/2024/05/06/
exclusive-poll-americans-favor-ai-data-regulation-00156350

[43] Michael A. Rosen and Aaron S. Dietz. 2017. Team Performance
Measurement. In The Wiley Blackwell Handbook of the Psychology
of Team Working and Collaborative Processes. John Wiley & Sons,
Ltd, 479–502. doi:10.1002/9781118909997.ch21 Section: 21 _eprint:
https://onlinelibrary.wiley.com/doi/pdf/10.1002/9781118909997.ch21.

[44] Tim Roughgarden. 2010. Algorithmic game theory. Commun. ACM 53, 7 (2010),
78–86.

[45] Victor Sanh, Lysandre Debut, Julien Chaumond, and Thomas Wolf. 2019. Dis-
tilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter. ArXiv

https://doi.org/10.1007/s10726-012-9311-9
https://doi.org/10.48550/arXiv.2012.07716
https://doi.org/10.48550/arXiv.2012.07716
https://doi.org/10.1016/j.jsp.2008.04.001
https://doi.org/10.1016/j.jsp.2008.04.001
https://doi.org/10.1109/DSC.2019.00022
https://www.cnbc.com/2024/04/05/billie-eilish-nicki-minaj-200-artists-sign-letter-against-ai-music.html
https://www.cnbc.com/2024/04/05/billie-eilish-nicki-minaj-200-artists-sign-letter-against-ai-music.html
https://doi.org/10.1177/1350508420961532
https://doi.org/10.1016/j.engappai.2020.104021
https://doi.org/10.1016/j.engappai.2020.104021
https://authorsguild.org/news/ag-ai-survey-reveals-authors-overwhelmingly-want-consent-and-compensation-for-use-of-their-works/
https://authorsguild.org/news/ag-ai-survey-reveals-authors-overwhelmingly-want-consent-and-compensation-for-use-of-their-works/
https://arxiv.org/abs/2410.08872
https://arxiv.org/abs/2410.08872
https://doi.org/10.48550/arXiv.2302.04262
https://doi.org/10.48550/arXiv.2302.04262
https://doi.org/10.1145/2840728.2840730
https://doi.org/10.1145/2827872
https://heinonline.org/HOL/Page?handle=hein.journals/unblj71&id=46&div=&collection=
https://heinonline.org/HOL/Page?handle=hein.journals/unblj71&id=46&div=&collection=
https://doi.org/10.21105/joss.02174
https://doi.org/10.1145/3600211.3604681
https://doi.org/10.1177/0003122420979980
https://doi.org/10.48550/arXiv.2112.02797
https://doi.org/10.48550/arXiv.2201.10677
https://doi.org/10.48550/arXiv.2201.10677
https://doi.org/10.1145/3287560.3287576
https://doi.org/10.1111/ntwe.12119
https://www.independent.co.uk/arts-entertainment/music/news/taylor-swift-fearless-fans-b1829051.html
https://www.independent.co.uk/arts-entertainment/music/news/taylor-swift-fearless-fans-b1829051.html
https://doi.org/10.1037/a0028017
https://www.politico.com/newsletters/digital-future-daily/2024/05/06/exclusive-poll-americans-favor-ai-data-regulation-00156350
https://www.politico.com/newsletters/digital-future-daily/2024/05/06/exclusive-poll-americans-favor-ai-data-regulation-00156350
https://doi.org/10.1002/9781118909997.ch21


FAccT ’25, June 23–26, 2025, Athens, Greece Karan et al.

abs/1910.01108 (2019).
[46] Mehdi Shadmehr and Dan Bernhardt. 2011. Collective Action with Uncertain

Payoffs: Coordination, Public Signals, and Punishment Dilemmas. American Po-
litical Science Review 105, 4 (Nov. 2011), 829–851. doi:10.1017/S0003055411000359
Publisher: Cambridge University Press.

[47] Shawn Shan, Wenxin Ding, Josephine Passananti, Stanley Wu, Haitao Zheng,
and Ben Y Zhao. 2024. Nightshade: Prompt-Specific Poisoning Attacks on Text-
to-Image Generative Models. In 2024 IEEE Symposium on Security and Privacy
(SP). IEEE Computer Society, 212–212.

[48] Aaron Shaw, Haoqi Zhang, Andrés Monroy-Hernández, Sean Munson, Ben-
jamin Mako Hill, Elizabeth Gerber, Peter Kinnaird, and Patrick Minder. 2014.
Computer supported collective action. Interactions 21, 2 (March 2014), 74–77.
doi:10.1145/2576875

[49] Hong Shen, Alicia DeVos, Motahhare Eslami, and Kenneth Holstein. 2021. Ev-
eryday Algorithm Auditing: Understanding the Power of Everyday Users in
Surfacing Harmful Algorithmic Behaviors. Proc. ACM Hum.-Comput. Interact. 5,
CSCW2 (Oct. 2021), 1–29.

[50] Mingdan Si and Qingshan Li. 2020. Shilling attacks against collaborative recom-
mender systems: a review. Artificial Intelligence Review 53 (2020), 291–319.

[51] Zhiyi Tian, Lei Cui, Jie Liang, and Shui Yu. 2022. A comprehensive survey on
poisoning attacks and countermeasures in machine learning. Comput. Surveys
55, 8 (2022), 1–35.

[52] Nicholas Vincent and Brent Hecht. 2021. Can "Conscious Data Contribution"
Help Users to Exert "Data Leverage" Against Technology Companies? Proceedings
of the ACM on Human-Computer Interaction 5, CSCW1 (April 2021), 103:1–103:23.
doi:10.1145/3449177

[53] Nicholas Vincent, Hanlin Li, Nicole Tilly, Stevie Chancellor, and Brent Hecht.
2021. Data Leverage: A Framework for Empowering the Public in its Relationship
with Technology Companies. In Proceedings of the 2021 ACM Conference on
Fairness, Accountability, and Transparency (FAccT ’21). Association for Computing
Machinery, New York, NY, USA, 215–227. doi:10.1145/3442188.3445885

[54] Katie J Wells, Kafui Attoh, and Declan Cullen. 2021. “Just-in-Place” labor: Driver
organizing in the Uber workplace. Environment and Planning A: Economy and
Space 53, 2 (March 2021), 315–331. doi:10.1177/0308518X20949266 Publisher:
SAGE Publications Ltd.

[55] W. Neil Widmeyer and Kimberly Ducharme. 1997. Team building through
team goal setting. Journal of Applied Sport Psychology 9, 1 (March
1997), 97–113. doi:10.1080/10413209708415386 Publisher: Routledge _eprint:
https://doi.org/10.1080/10413209708415386.

[56] Phoenix Neale Williams and Ke Li. 2023. Black-Box Sparse Adversarial Attack
via Multi-Objective Optimisation. 12291–12301. https://openaccess.thecvf.com/
content/CVPR2023/html/Williams_Black-Box_Sparse_Adversarial_Attack_
via_Multi-Objective_Optimisation_CVPR_2023_paper.html

[57] ThomasWolf, Lysandre Debut, Victor Sanh, Julien Chaumond, Clement Delangue,
Anthony Moi, Pierric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz, Joe
Davison, Sam Shleifer, Patrick von Platen, Clara Ma, Yacine Jernite, Julien Plu,
Canwen Xu, Teven Le Scao, Sylvain Gugger, Mariama Drame, Quentin Lhoest,
and Alexander M. Rush. 2020. HuggingFace’s Transformers: State-of-the-art
Natural Language Processing. arXiv:1910.03771 [cs.CL]

[58] JonathanWoodside, Tara Vinodrai, andMarkusMoos. 2021. Bottom-up strategies,
platform worker power and local action: Learning from ridehailing drivers. Local
Economy 36, 4 (June 2021), 325–343. doi:10.1177/02690942211040170 Publisher:
SAGE Publications Ltd.

[59] Yuxi Wu, W. Keith Edwards, and Sauvik Das. 2022. “A Reasonable Thing to
Ask For”: Towards a Unified Voice in Privacy Collective Action. In Proceedings
of the 2022 CHI Conference on Human Factors in Computing Systems (CHI ’22).
Association for Computing Machinery, New York, NY, USA, 1–17. doi:10.1145/
3491102.3517467

[60] Yuxi Wu, W Keith Edwards, and Sauvik Das. 2022. “A Reasonable Thing to Ask
For”: Towards a Unified Voice in Privacy Collective Action. In Proceedings of the
2022 CHI Conference on Human Factors in Computing Systems. 1–17.

https://doi.org/10.1017/S0003055411000359
https://doi.org/10.1145/2576875
https://doi.org/10.1145/3449177
https://doi.org/10.1145/3442188.3445885
https://doi.org/10.1177/0308518X20949266
https://doi.org/10.1080/10413209708415386
https://openaccess.thecvf.com/content/CVPR2023/html/Williams_Black-Box_Sparse_Adversarial_Attack_via_Multi-Objective_Optimisation_CVPR_2023_paper.html
https://openaccess.thecvf.com/content/CVPR2023/html/Williams_Black-Box_Sparse_Adversarial_Attack_via_Multi-Objective_Optimisation_CVPR_2023_paper.html
https://openaccess.thecvf.com/content/CVPR2023/html/Williams_Black-Box_Sparse_Adversarial_Attack_via_Multi-Objective_Optimisation_CVPR_2023_paper.html
https://arxiv.org/abs/1910.03771
https://doi.org/10.1177/02690942211040170
https://doi.org/10.1145/3491102.3517467
https://doi.org/10.1145/3491102.3517467


Algorithmic Collective Action with Two Collectives FAccT ’25, June 23–26, 2025, Athens, Greece

0.0% 2.0% 4.0% 6.0% 8.0% 10.0% 12.0%
% Total Users in a Given Collective

0%

20%

40%

60%

80%

100%

E
f
f
ic

a
c
y Class A

Baseline - Class A

Class B

Baseline - Class B

Figure 8: Collective Action in Linear Setting. Two groups tar-
get two separate classes (A and B) where the collective target-
ing class A wants to promote, while the collective targeting
class B wants to demote. We plot the efficacy of achieving
their objective, (for class A, a high score means the collective
is successful in positive classification and a high score for
class B means the collective is successful in getting negative
classification). In this experiment, the first collective causes
all data points corresponding to class A to have a positive
label, while the second collective causes all data points corre-
sponding to class B to have a negative label. Solid lines rep-
resent a scenario when both collectives are engaging, while
dashed lines are when a single collective is engaging

A Linear Case
As discussed in the main body, we examine a simple logistic regres-
sion case using the Adult Income Dataset to predict high or low
income. In this dataset, each person in the dataset has an occupation.
For this experiment, we consider a two collective scenario where
one collective wants a specific occupation A (Craft-repair) to be
classified as high income, while another collective wants a different
occupation B (Exec-managerial) to be classified as low income.

Collective Construction: To construct collectives, we first par-
tition the data into three clusters, 𝑞𝐴 representing all datapoints
that have occupation A, 𝑞𝐵 representing all data points that have
occupation B and 𝑞𝑅 which have the remaining data points. To see
the effects of collective size, for collectives targeting 𝐴 we sample
just from 𝑞𝐴 and for collectives targeting 𝐵 we sample just from
𝑞𝐵 to create 𝑐𝐴 and 𝑐𝐵 . To achieve their objective, everyone in 𝑐𝐴
changes their label to positive and everyone in 𝑐𝐵 changes their
label to negative. This modified data is then used in training the
logistic regression classifier.

Evaluation: Success for 𝑐𝐴 is measured by whether test data-
points with class A are classified positively. For 𝑐𝐵 is it measured
whether test datapoints with class B are classified negatively.

Impact of Multiple Collectives as size: We examine for vary-
ing levels of participation in each group (noting that each of these
groups represents around 12-13% of the overall dataset).

Figure 8 has several takeaways. 1) In the baseline case (dashed
lines), growing the collective size can increase the efficacy, but
at a much more gradual pace (if any) compared to the systems

shown in the main body. 2) The interaction effect (solid lines) is
more muted than in the nonlinear cases. We see that for the group
targeting A, even getting full group participation (everyone who
has occuptation A is ≈ 12.5% of the dataset) can at most reach
10-15% efficacy, a relatively small change from 10%. For class B, we
see that the initial success rate is already at 80% and still requires
much of the group’s participation to get to > 95%. Starting from
a higher baseline can make this task slightly easier. We see that
while there may be some interference in objectives, it is much more
muted than in the non-linear cases and appears much more gradual.
In Figure 9 we further see the effect of varying the participation
rate is less pronounced than in the non-linear case.

Impact of homogeneity: To test the impact of homogeneity,
we first consider our clusterings 𝑞𝐴, 𝑞𝐵 and 𝑞𝑅 . In the previous
experiments, we assumed a fully homogeneous group 𝑐𝐴 only con-
sisting of points from 𝑞𝐴 etc. To vary homogeneity, we consider
sampling prosperity 𝑝 . With probability, 𝑝 we sample for 𝑐𝐴 from
𝑞𝐴 and 1 − 𝑝 sample from 𝑞𝑅 . We repeat the same for 𝑐𝐵 .

To achieve their objective, each member of 𝑐𝐴 changes their
occupation to be class A and sets their classification label to positive,
while each member of 𝑐𝐵 changes their occupation to be of class
B and sets their classification label to be negative. We perform the
same training and consider the same evaluation criteria as described
earlier.

Figure 10 suggests no impact due to homogeneity regardless of
whether one group is participating or two groups are.

B Experimental Details for Language
Classification

Here we elaborate specific details about the resume classification
experiments, specifically the strategy and target classes use.

The strategy each group employs is inserting a specific charac-
ter every 20 words as done in [19]. In the main body, we labeled
the target-character pairing as [Letter][Number]. We define the
mapping in Table 1.

We use the resumes from Jiechieu and Tsopze [28]. The data is
given as a plaintext of resumes with the objective being multiclass
classification of resumes into 10 jobs. We finetune a distilbert-
based-uncased [45] model where we take 20, 000 resumes for train-
ing and 5, 000 for test. For each experimental trial, we create a
collective based on the character they will insert, their target job
classification, and the size of the group, expressed as a fraction of
the training population. The combined modified training data, as
well as the remaining clean data, are then used for finetuning. To
evaluate the effectiveness of each collective, we take the 5, 000 test
point and insert the unique character for the collective. The fine-
tuned model then classifies the modified resume and we evaluated
whether the predicted label matches the collective’s intended target
class. We ran each experimental condition 10 times, where each
experimental condition took 30 minutes to complete. Experiments
were ran on a ppc64le based cluster with V100 Nvidia GPUs.

C Alternative Metrics of Single Group
Collectives in Recommender Systems

As discussed in the main body, we looked at the direct impact on
size and group homogeneity on the relative hit ratio. The main
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Figure 9: The role of varying level of participation on collective efficacy. Left Figure a group changing class A (Craft-repair)
to positive, while the right is changing (Exec-managerial) to negative. Here we show the fraction of the given target class
participating (hence a scale from 0 to 1). We show the efficacy in both cases. Compared to the non-linear cases, we see much
less change and less direct interference across the board.
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Figure 10: Effect of homogeneity on efficacy. Here, we fix
the number of participants and vary homogeneity. In this
context, a fully homogenous collective is one where all the
data points modified were of target class while in a fully
heterogeneous collective, all users are equally likely to be in
the class. For users thatwere not originally a part of the target
class, they change their career label to be the target class as
well as change their target label to match the collective’s
goal. Here we see no impact on homogeneity, for either the
single collective case (dashed lines) or the case whenmultiple
collectives interact (solid lines)

body presented a single grouping/metric choice. Here we present
the remaining. In Figure 11 we see that the size of the collective

Prefix Target Class
A Software Developer
B Web Developer

Suffix Character
0 {
1 }
100 UTF-2E17
101 UTF-2E18

Table 1: Information about collective definitions. For exam-
ple, collective “A0” would represent a group targeting Soft-
ware Developer using the { character for modification in the
resume task.

has a first order impact while homogeneity has a second order
impact across metric types. Size is the primary factor for driving
change in relative HIT ratio, we see that when 𝑛 = 50, it is the
highest performing increasing variant (> 1) or the best performing
demoting variant (< 1)

D Alternative Metrics for Multiple Group
Collectives for Recommenders

As discussed in the main body, we showed a single metric regime
of multiple collective action (using cosine/K-Medoids to compute
clusters and using the max distance criteria to determine centroids
for the collectives). Here we present the figures for the remaining
metric choices.

In Figure 12, we find a similar result as the main body, that
size tends to play a lager factor than homogeneity. In Figure 12b,
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Figure 11: Impact on group size and similarity on changing the HIT ratio for different choices of grouping/metrics (bottom right
having appeared in the main body). The means and the standard deviations of the relative HIT ratio are plotted. The 𝑥-axis
represents the sampling propensity, a higher sampling propensity means that the members of the resulting group is more
similar. The 𝑦-axis is the relative HIT ratio, in other words how much higher/lower are the rankings of a group’s item when
acting on the system vs no action. Blue represents 𝑛 = 10, orange is 𝑛 = 20 and green is 𝑛 = 50. The solid lines represent demoting
groups while solid lines represent promoting groups. Each figure represent different choices in collective construction – the
metric involved and the way the centroids are chosen.

however, for the demoting 𝑛 = 10 and 𝑛 = 20 appear to tradeoff
efficacy with differing 𝑝 though error bands are much larger.
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Figure 12: Impact of multiple collective data action on recommender systems with different metric choices (bottom right having
appeared in the main body). Homogeneity is on the x-axis while constructivess score is shows on the 𝑦-axis. Blue lines show a
two “promoting” collectives scenario, while orange shows two ‘demoting” collectives scenario. Green shows a scenario where
there is promoter collective (solid line with ▲) and a second demoter collective (dashed lines with ▼).


	Abstract
	1 Introduction
	2 Related Work
	3 Framework
	3.1 Framework Components
	3.2 Collective Archetypes

	4 Experiments
	4.1 Language Model Experimental Setup
	4.2 Recommender Systems Experimental Setup

	5 Results
	5.1 RQ1 Role of Multiple Objectives
	5.2 RQ2: Impact of Heterogeneity
	5.3 Summary of Results

	6 Discussion
	7 Conclusion
	Acknowledgments
	References
	A Linear Case
	B Experimental Details for Language Classification
	C Alternative Metrics of Single Group Collectives in Recommender Systems
	D Alternative Metrics for Multiple Group Collectives for Recommenders

