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Peer evaluations are a well-established tool for evaluating individual and team performance in collaborative
contexts, but are susceptible to social and cognitive biases. Current peer evaluation tools have also yet to
address the unique opportunities that online collaborative technologies provide for addressing these biases. In
this work, we explore the potential of one such opportunity for peer evaluations: data traces automatically
generated by collaborative tools, which we refer to as “activity traces”. We conduct a between-subjects
experiment with 101 students and MTurk workers, investigating the effects of reviewing activity traces on
peer evaluations of team members in an online collaborative task. Our findings show that the usage of activity
traces led participants to make more and greater revisions to their evaluations compared to a control condition.
These revisions also increased the consistency and participants’ perceived accuracy of the evaluations that
they received. Our findings demonstrate the value of activity traces as an approach for performing more
reliable and objective peer evaluations of teamwork. Based on our findings as well as qualitative analysis of
free-form responses in our study, we also identify and discuss key considerations and design recommendations
for incorporating activity traces into real-world peer evaluation systems.
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1 INTRODUCTION
Peer evaluations are a well-established framework for evaluating individual and team performance
in collaborative environments. They often form the basis for critical decisions made in academia
and industry, including assigning individual grades, giving promotions and rewards, and identifying
problems within teams [1, 12, 55]. However, peer evaluations are often susceptible to leniency
errors, memory limitations, and other social and cognitive factors that compromise the reliability
and validity of the evaluations [4, 21, 30, 49]. Peer evaluations are also inherently subjective. Raters
tend to evaluate each other based on their own set of heuristics and standards, rather than using
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objective, independent criteria [40]. The shift towards technology-mediated collaboration in teams
has further complicated these problems. Many teams in academia and industry now work remotely
with the majority of their work being performed online. Distributed teams have lower visibility
into each members’ individual contributions which may lead to greater reliance on potentially
biased assumptions and perceptions [38].

Researchers have explored many tools and approaches for improving the quality of peer evalua-
tions, including different rating scale formats and criteria [3, 19], maintaining confidentiality of
ratings [37], and rater training exercises [34]. Advances in technology have also led to the develop-
ment of online peer evaluation systems that automate the process of administering evaluations and
incorporate such features [14, 24, 34]. However, issues of social and cognitive bias still persist in
these systems [13, 33]. Furthermore, current peer evaluation tools have yet to address the challenges
that advancements in online collaborative technologies have introduced. At the same time, these
advancements provide unique opportunities for scaffolding the peer evaluation process.
In this paper, we explore the value of one such opportunity for peer evaluations: data traces

automatically generated by collaborative tools. We refer to these traces as “activity traces”. For
example, Google Docs logs each edit, who made the edit, and the time of the edit in a collaborative
document. These traces can be aggregated into a visual or written summary such as Google Doc’s
document version history. Activity traces show more than just the final outcome of a team; they
build a representation of the individual and team processes that occurred over time to reach the
outcome. Activity traces from collaborative tools, such as Slack, Github, and Zoom, can also provide
evidence for different aspects of teamwork, such as technical contributions, communication, and
meeting participation.

The CSCW community has made extensive contributions to the development of systems and tools
that draw on activity traces to support awareness and coordination in collaborative settings [11, 46,
54]. Research has also shown that activity traces influence social inferences that individuals make
about each other in online groups and communities [27, 42]. While prior work has explored tools
for collaborative awareness and observed how activity traces can influence informal impressions
of others, little work has examined the effects of using activity traces for peer evaluations. As
objective records of contribution, activity traces may reduce team members’ reliance on memory
and subjective standards to evaluate each others’ contributions. In a classroom setting, instructors
consider activity traces a robust source of data and use them to corroborate peer evaluations in
student teams [43] However, in this context, activity traces are only incorporated as evidence after
the evaluations actually occur. There is a need for greater empirical work exploring the impact of
using activity traces during the peer evaluation itself. For example, to what extent does reviewing
activity traces affect team members’ initial evaluations from memory? Do traces improve the
consistency of evaluations received by each team member? How does reviewing activity traces
affect team members’ attitudes towards the peer evaluation process?

To answer these questions, we conducted a between-subjects experiment (N=101), investigating
the effects of using activity traces when evaluating team members on a simulated collaborative
task. The context of the study captured several of the social and cognitive factors that exist in
real-world peer evaluation cases. Participants performed a creative, open-ended task within teams
and evaluated each other’s contributions to the task after a one-day delay. They were informed
that the evaluations would impact the bonuses that each member receives, adding real stakes to
the evaluations for participants. In addition, each ratee’s evaluation ratings would be aggregated,
anonymized, and shared with them at the end of the study. Participants were recruited from two
different populations: university students and Amazon Mechanical Turk (MTurk) workers.
In our experiment, participants first completed an initial evaluation of each team member’s

contributions based on memory. Participants were then assigned to complete one of two reflection
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activities. In one condition, participants were asked to review activity traces from the collaborative
task while writing a reflection on their team experience. The activity traces consisted of the version
history and chat log that were generated by the Google document each team worked on (shown in
Figure 2). These traces revealed information about the editing behavior and communication of each
team member throughout the task. In the other condition, participants wrote the reflection without
being aware of or given access to the activity traces. These conditions represented our treatment
and control respectively. After writing the reflection, participants in both conditions were then able
to revise their evaluations of their teammates. By comparing pre-post differences between the initial
and revised evaluations, we isolate the effect of the activity traces on participants’ evaluations.
Follow-up questions after the evaluation asked participants about their attitudes towards the
evaluation process. Participants in the treatment condition also provided potential benefits and
concerns that they perceived with using activity traces to evaluate peers.
Our findings show that participants who reviewed their activity traces during the reflection

made larger revisions to their initial evaluations and revised more team members’ evaluations. The
size of revisions made by participants in the treatment condition was on average more than twice
the size of revisions made in the control condition. Furthermore, the consistency of evaluations
among team members significantly increased after participants revised their evaluations in the
treatment condition, but not in the control condition. In other words, the final evaluations that each
participant received from their team members became more aligned with each other compared
to the initial evaluations. Participants in the treatment condition also perceived the evaluation
scores they received as being more accurate. We observed that the perceived difficulty of the
evaluation did not significantly differ between conditions, suggesting that reviewing activity traces
can improve peer evaluations without increasing perceived cognitive load. Finally, the open-ended
responses in our study show that participants perceived activity logs as being helpful in scaffolding
and sometimes debiasing their memory of their team members’ contributions. At the same time,
participants shared concerns about the information presented in the logs and how that information
might be interpreted or actuated within real-world teams.

This paper makes two major contributions to the CSCW community:

Empirical evidence for the value of activity traces. We provide empirical evidence that using
activity traces can address social and cognitive limitations of peer evaluations and increase
the consistency among evaluators in the context of a creative collaborative task. While prior
work has primarily examined how activity traces can improve awareness and coordination in
teams, we examine the effects of using activity traces during the peer evaluation process itself.
Based on a controlled experiment, our findings show that activity traces led participants
to make more and larger revisions to their initial evaluations from memory and those
revisions increased the consistency of evaluations. These findings demonstrate the value of
activity traces as an approach for performing more reliable and objective peer evaluations of
contributions to teamwork to better inform critical decisions within academia and industry.

Recommendations for design and use. We provide implications based on our findings for in-
corporating activity traces in real-world evaluation systems in a manner that is considerate
of users’ needs and concerns, the purpose of the evaluation, and the context of the team-
work. For example, we recommend that data-driven peer evaluation systems provide greater
control to users over how their contributions are represented and incorporate strategies to
identify quality contributions. Our qualitative analysis of participants’ perceived benefits
and concerns for using activity traces and other open-ended responses in our study suggest
opportunities for new tools and techniques that can more effectively leverage activity traces
for peer evaluations.
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2 RELATEDWORK
We situate our work in the context of prior literature on peer evaluations and collaborative aware-
ness. Our goal is to examine the value of activity traces as a new approach to performing peer
evaluations. To motivate this goal, we first provide an overview of how peer evaluations are used
today, the challenges that arise, and existing tools and approaches to address some of these chal-
lenges. We then describe how peer evaluations intersect the literature on collaborative awareness
through the usage of activity traces.

2.1 Peer Evaluations
Team assessment comprises many types of evaluation and feedback that occur within teams [13].
This work focuses on peer evaluations as a prominent and critical method for assessing teams at
an individual and team level.

2.1.1 Usage and Benefits of Peer Evaluations. In a peer evaluation, each member of the team
generally must differentiate individual contributions to the teamwork process and outcomes over
time. As active participants, team members are able to observe individual behaviors and group
dynamics that other stakeholders such as instructors or managers cannot [31]. Self-assessment
is often incorporated in the peer evaluation process as well for similar reasons [17]. Within
both educational and work settings, peer evaluations are used to make critical decisions. For
example, instructors often use peer evaluations to account for differences in individual contributions
and assign grades fairly [12, 55]. In work organizations, self- and peer evaluations contribute to
administrative decisions such as promotions and raises [1]. Team members can also diagnose their
own strengths and weaknesses as a team member and learn teamwork skills through consistent
usage of peer evaluations [10]. Given these stakes, it is crucial that the peer evaluation process is
reliable and provides high-quality information for all stakeholders.

2.1.2 Challenges for Peer Evaluations. In practice, self- and peer evaluations are susceptible to a
number of social and cognitive biases. Raters form general impressions of their team members that
strongly influence how they organize, interpret, and recall performance-related information [8].
These impressions can overwhelm and even distort their memory of the actual behaviors [32, 49].
Thus, peer evaluations are vulnerable to selective or biased recall. The timing of peer evaluations
is also often delayed from when the team actually performs the project or task being evaluated,
further straining team members’ memory of events. In addition, self- and peer evaluations are
prone to self-enhancement bias as well as anchoring and adjustment heuristics that compromise
the reliability of the evaluations [40]. Poor performers may be especially ill-equipped to assess
their team members’ contributions accurately as they are unable to appropriately calibrate their
standards for evaluation [40].
In online contexts, these issues may be exacerbated by the distributed nature of collaboration

and reduced visibility into team members’ contributions [53]. Without in-person cues, it can also
be easier to misjudge online contributions [38]. Activity traces can potentially provide reliable and
objective cues for contribution in online teamwork that can mitigate social biases and limitations
of memory. Our study explores this potential in-depth by examining the effects of activity traces on
the consistency and perceived accuracy of peer evaluations received in an online collaborative task.

2.1.3 Tools and Methods for Peer Evaluations. Peer evaluations may take a number of forms (e.g.
peer rankings, peer nominations, peer ratings) and incorporate different dimensions of teamwork
[19]. Tools have also been developed to aid the evaluation process by providing standardized
criteria and scales [3, 19], incorporating training exercises for raters to practice evaluating team
members [34], and highlighting patterns in the evaluation results that deserve closer inspection
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[25]. Several automated peer evaluation systems combine multiple of the features described and
increase the ease and efficiency of the evaluation process [14, 24, 34]. These systems and tools
have been incorporated in organizations and educational institutions across the globe. Despite
the benefits of these systems, issues of social and cognitive bias still persist with peer evaluations
[13, 33].

Furthermore, over the past few decades, the development of collaborative technologies has rapidly
outpaced the development of peer evaluation tools, with CSCW researchers spearheading many of
the advancements. This gap motivates a greater push for the CSCW community to investigate how
the same technologies developed to help people work together can also impact how people evaluate
each other. In this work, we take a step towards addressing this gap by investigating the impact
of using activity traces automatically generated from collaborative tools on the peer evaluation
process.

2.2 Activity Traces for Collaborative Awareness
There is a long history of research on systems for supporting activity awareness in collaborative
settings within the CSCW community. Much of this work has focused on facilitating monitoring
and coordination of activities between collaborators, often in real-time [11, 18, 46]. These systems
support social inferences about others’ activities, characteristics of the individuals performing the
activities, and the structure of a group of individuals [42, 47, 52]. For example, developers make
social inferences about other users based on activity traces such as recency and volume of code
commits in open-source communities [6, 44]. These social inferences can, in turn, influence how
people evaluate contributions in a group or community. For example, prior work has shown that a
more detailed visual format of previous work history can induce positive impressions of another
worker that persist into evaluations of that worker, regardless of the actual quality of their current
outcome [28].

Aggregated activity traces have also been incorporated into awareness features in many commer-
cial collaborative platforms. For example, Google Docs automatically logs each edit to the document,
the user who made the edit, and the timestamp of the edit and displays this information in the
version history of the document. Several platforms such as Github and Slack provide analytics
dashboards that visualize users’ activity traces over time. The abundance of activity traces available
in these tools and their ability to reveal detailed information about the relative contributions of team
members highlight the significant potential for using activity traces to support peer evaluations.
Prior work has already identified the emergent usage of activity traces from collaborative tools to
corroborate peer evaluations in student teams [43].

Overall, however, there have been few studies explicitly examining the impact of activity traces
on peer evaluations of collaborative work. In this paper, we address this gap by conducting an
experiment to investigate the effects of reviewing activity traces on peer evaluations for a simulated
collaborative task. Our study extends prior work by isolating and quantifying the direct effects
of activity traces on team members’ initial evaluations from memory, assessing the quality of
evaluations through consistency, and exploring participants’ perceptions of the peer evaluation
process.

3 RESEARCH QUESTIONS
The goal of this study is to understand whether and how using activity traces can improve the peer
evaluation process. Evaluating the quality of a peer evaluation is not straightforward, however.
Accuracy is difficult to measure directly as it typically requires rigorous constraints over the task
being performed as well as multiple experts [48]. In many real-world teams, collaborative work
is open-ended, creative, and not well-structured. Consistency among feedback sources (i.e. the
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different members of the team) as well as perceptions of the evaluation process serve as more
valuable measures of the quality of evaluations [9]. Although we might not be able to determine the
accuracy of an evaluation, we can hopefully reach a common standard that makes scores consistent
and is transparent about where the scores come from. Thus, we ask the following research questions:
RQ1: How does reviewing their team’s activity traces affect participants’ initial evaluations of

team members from memory?
RQ2: How does reviewing their team’s activity traces affect the consistency of evaluations that

participants receive from their team members?
RQ3: How does reviewing their team’s activity traces affect participants’ attitudes towards the

evaluations they performed and received?
Finally, to better understand how to incorporate activity traces effectively into peer evaluations

in the real world, we ask:
RQ4: What are participants’ perceived benefits and concerns for using activity traces for evalu-

ating their team members?
These questions are not exhaustive but provide a useful starting point for examining the effects

of using activity traces to support the peer evaluation process.

4 METHOD
To investigate our research questions, we conducted a between-subjects online experiment com-
paring participants’ evaluations of their teammates’ contributions to a collaborative task. The
purpose of the collaborative task was to simulate a real-world collaborative decision-making task
and to serve as a pretext for evaluating team members. We chose an ad writing task because it was
open-ended and complex, did not require previous knowledge or background, and automatically
generated activity traces. We first detail our study procedure below (Section 3.1), including discus-
sion of our choice of task and experimental design. We then describe our participant recruitment
process (Section 3.2), our measures (Section 3.3), and our data analysis methods (Section 3.4).

4.1 Experimental Flow
The experiment consisted of four primary steps: 1) demographic and availability survey, 2) scheduled
collaborative activity, 3) peer evaluation survey, and 4) feedback survey. Figure 1 summarizes the
experimental procedure.

4.1.1 Demographic and Availability Survey. After consenting to the study, participants completed
a brief demographic survey where they were asked about their gender, age, English proficiency,
education level, writing experience, and experience with collaboration and peer evaluations of
team members. We also included open-ended questions in the survey that asked participants to
describe the main challenges they have encountered with collaboration and peer evaluations. We
used these questions to filter out facetious and bad-faith responses. Finally, participants provided
their availability for the scheduled collaborative activity.

4.1.2 Collaborative Activity. Participants were grouped into teams for the collaborative activity
based on their scheduling availability. Participants did not know each other prior to the activity.
Thus, our results should be interpreted in the context of a newly-formed team. We discuss this
aspect in more detail in the Discussion.

We assigned teams the task of creating an ad, based on prior work assessing creative outcomes
in collaborative environments [26, 41]. The ad design task fulfilled key criteria. First, the task was
open-ended and complex, involving processes common to collaborative projects such as decision-
making, consensus-building, and communication while also allowing for individual creativity.
Second, participants were not required to have any previous knowledge or background to complete
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Fig. 1. Experimental flow

the task. Finally, the task fit naturally in the framework of Google Docs, which allowed participants
to simultaneously edit the same document and communicate through the embedded chat feature.
More importantly, these features generated detailed summaries of activity traces for the editing
behavior and communication of each team member throughout the task.

On the first day, participants opened a survey at their scheduled time slot. To access the shared
Google Doc in which participants would be working, the survey guided each participant to log into
a Google account with a pseudonym such as Antelope or Badger to hide their identity and reduce
the risk of racial or gender bias. Teams began with a warm-up task in order to become familiar with
each other, the task instructions, and working in a shared document. For the warm-up, participants
were linked to a Kickstarter campaign and asked to create an advertisement headline for the product
in the campaign. The headline had a maximum character limit of 40 characters. After reading the
instructions for the warm-up, participants performed a brief icebreaker where they introduced
themselves to their teammates and shared an interesting or relevant piece of information they
found from the product campaign. They then had 10 minutes to create the headline.

Following the warm-up, teams were directed to their primary task where they had 20 minutes to
create a social media advertisement for a collapsible food storage container. We chose this product
because it is a common household item that many participants are likely familiar with or could
imagine using. Teams had to create an advertisement for the product, consisting of an ad headline
and body. Character limits were imposed on the headline and body based on the requirements for
Facebook advertisements (headline up to 40 characters and body up to 125 characters). Teams were
also asked to come up with and include a name for the product in the ad. Participants were given
only an image of the product and a short, two-line description. They were encouraged to perform
background research on similar products in order to develop the advertisement. Participants were
informed that their bonus payment would be determined based on the quality of their primary task
outcome and how they are evaluated by their team members in the peer evaluation.
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(a) Document version history (b) Chat history

Fig. 2. This figure shows the activity logs from one of the teams in our study.

4.1.3 Evaluation Survey. The day after completing the collaborative activity, participants were
first sent a link to a 15-minute evaluation survey. We delayed the evaluation by a day in order
to simulate real-world peer evaluation contexts where evaluations are often delayed from when
the team actually performed the project or task being evaluated. We could then examine whether
participants demonstrate limited or biased recall and how that interacted with the activity traces.

The evaluation survey asked participants to evaluate each of their team members’ contributions
to the primary task. Participants were informed that their evaluations could affect the bonuses
that their team members receive and that their team members would be able to see the scores they
receive. Belief that there are actual consequences to the evaluation results may increase participants’
motivation to perform the evaluation [51]. At the same time, participants may feel more reluctant
to submit low evaluations knowing that it may reduce other people’s bonus payments and that
their team members would be able to see the results [8]. These circumstances reflect the social
context of many real-world peer evaluations.
Participants first rated their overall satisfaction with their team and then rated the percentage

share of work that each team member contributed, including themselves. We chose a forced-
distribution rating scheme because it was simple, efficient, and allowed participants to differentiate
the relative contributions of each member [19]. Participants distributed a total score of 100 between
each of their teammembers. For example, in a team of five where every member contributed equally,
each member would receive a score of 20. Participants were also asked to provide explanations for
each score that they allocated to a team member.
Participants were then asked to write a reflection on their team experience, thinking about the

effectiveness of each contribution throughout the task. For the reflection, teams were randomly
assigned to either the treatment condition or the control condition. All members within a team
shared the same condition. Participants in the treatment condition were asked to review their
team’s activity traces in the form of the document version history and chat history while writing
their reflection. Participants in the control condition were not informed about the activity traces
and did not have access to them.

Activity traces from one of the teams in our study are shown in Figure 2. Because Google Docs
does not automatically save the chat log once the document is closed, we saved all messages in a
spreadsheet which we linked to participants. Based on pilot tests which found the chat logs to be
difficult to parse, we added some visual organization to the spreadsheet by organizing messages by
team member/column. However, the level of detail of information remained the same between the
original chat log and the reformatted chat log. We confirmed that participants in the treatment
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Table 1. Participant demographics

Student (N=44) MTurk (N=57) All (N=101)

Gender
Female 25 (56.8%) 21 (36.8%) 46 (45.5%)
Male 18 (40.9%) 36 (63.2%) 54 (53.5%)
No answer 1 (2%) 0 (0%) 1 (1%)

Age
18-24 33 (75%) 1 (1.8%) 34 (33.7%)
25-34 9 (20.5%) 23 (40.4%) 32 (31.7%)
35-44 2 (4.5%) 21 (36.8%) 23 (22.8%)
45-54 - 8 (14%) 8 (7.9%)
55+ - 4 (7%) 4 (4%)

Education
Less than high school - 1 (1.8%) 1 (1%)
High school degree or equiva-
lent

- 8 (14%) 8 (8%)

Some college but no degree 24 (54.6%) 9 (15.8%) 33 (32.7%)
Associates degree - 5 (8.8%) 5 (5%)
Bachelors degree 20 (45.5%) 23 (40.4%) 43 (42.6%)
Graduate degree - 11 (19.3%) 11 (10.1%)

condition accessed the activity traces by checking the log-in activity for their Google accounts and
viewing activity for the documents.

Following the reflection activity, participants were allowed to revise their initial evaluations. If
the participants revised their initial evaluations, they were asked to describe their revisions and
explain why they made them. Through this evaluation-reflection-evaluation design, we were able to
examine revisions that participants made to their initial evaluation. We incorporated the reflection
activity in order to reduce the possible confound that participants in the treatment condition revised
their evaluations simply because they had an additional opportunity to reflect on their team’s
contributions.

The final section of the survey asked about participants’ attitudes towards the evaluations they
gave and the overall evaluation process, including their confidence in the accuracy of the evaluations
and their perceived difficulty with evaluating their team members. Participants could also provide
an open-ended response if they wanted to appeal the evaluations they received. Participants in
the treatment condition were asked additional open-ended questions about the potential benefits
and concerns of using activity traces when evaluating team members in real-world collaborative
situations.

4.1.4 Feedback Survey. After collecting all responses to the evaluation survey from a team, we
aggregated the evaluation scores that each team member received, not including self-evaluations.
Participants next responded to a final 5-minute survey which informed them of the evaluation scores
that they received from their team members. Participants rated their perceived accuracy of and
satisfaction with the evaluations they received. Once the final survey was submitted, participants
were debriefed on the true purpose of the study and informed that they would receive the maximum
bonus of $2
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4.2 Participant Recruitment
To increase the generalizability of our findings, we recruited participants from two different pop-
ulations: students and Amazon Mechanical Turk (MTurk) workers. Students frequently perform
teamwork in the classroom and MTurkers are likely to collaborate with others on crowdwork
platforms or in the workplace. The Mann-Whitney U-Test did not find significant differences be-
tween MTurk or student participants for either collaborative experience (p > 0.6) or peer evaluation
experience (p > 0.5). Collaborative experience was rated highly across both populations (M=5,
𝜎=1.85) (7-point Likert scale). The majority of participants (79%) had also completed at least one
peer evaluation in a collaborative context. Further demographic information for both student and
MTurk participants are shown in Table 1.

We also note that MTurkers are more financially motivated compared to participants recruited
through other methods [35, 36]. Since we told participants that their bonuses related to their
evaluations, we hypothesized that MTurkers’ financial motivations might affect their evaluation
scores, such as by inflating their own scores to maximize their bonuses. Thus we include the
recruitment population (MTurk vs student) as a covariate in our statistical models.

Recruitment occurred separately for both populations such that students and MTurkers were not
combined into the same teams. Students were recruited from a large Midwestern university in the
United States using a student sampling service provided by the university. MTurk participants were
recruited through the CloudResearch platform [23]. Our tasks on MTurk were open to workers
who lived in Canada or the US, had successfully completed at least 1000 tasks on the platform, and
had an approval rating of 99% or higher. We used these qualifications to ensure that our crowd
workers were fluent in English and would be committed to showing up on time and completing
the study. As not all of the participants who initially signed up for the study showed up for the
collaborative activity at their scheduled time, teams varied in size between three to six members.

112 participants joined our study for the collaborative activity (part 1 of the study), split into 27
teams of size 3 to 6. 104 participants went on to complete the peer evaluation survey the next day
(part 2 of the study). We removed 3 participants from the study who did not follow instructions in
the peer evaluation survey correctly. Out of the 101 remaining participants who completed the
peer evaluation survey, 48 participants from 13 teams were assigned to the treatment condition
and 53 participants from 14 teams were assigned to the control condition. As Bayesian analysis
is less sensitive to the sample size, we did not see an issue having differences in sample sizes for
each condition. Team sizes were also comparable across conditions (M=4, 𝜎=0.95). Finally, 100
participants completed the feedback survey (part 3 of the study). 48 of these participants were from
the treatment condition and 52 were from the control condition.
Participants received $12 as base compensation for completing the entire study, regardless of

their performance on the collaborative task. In addition, they were informed at the beginning of
the study that they may receive an additional bonus of up to $2 depending on the final outcome
quality and how they are evaluated by their team members. In reality, all participants received the
full bonus, regardless of the quality of the final outcome or the evaluations they received from their
team members. Therefore, all student and MTurk participants were paid $14 in total for completing
the entire study. After completing the study, participants were debriefed and sent the full bonus
payment. Participation in the study spanned two days and took up to one hour in total.

4.3 Measures
4.3.1 Number, magnitude, and explanation for revisions (RQ1). To investigate how reviewing activity
traces impact participants’ initial evaluations from memory, we calculated the number of revisions
that each participant made to their initial evaluation and the magnitude of those revisions. Given
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that the average evaluation scores and maximum number of revisions vary by the size of the team,
we control for team size in our analyses.

We supplement the quantitative metrics for revisions with open-ended explanations for why
participants made those revisions. This allows us to determine whether reviewing the activity
traces were the primary reason that participants in the treatment condition revised their evaluation
and how the traces specifically influenced them to revise.

4.3.2 Evaluation consistency (RQ2). We operationalized the consistency of evaluations by using
the standard deviation of the evaluation scores received by each participant. We define consistency
as the inverse of the standard deviation of evaluation scores: as the scores of evaluators converge
to the same value for a given team member, the standard deviation decreases and consistency
increases.

4.3.3 Attitudes towards evaluation process (RQ3). After submitting their final evaluation, partic-
ipants rated their agreement with various attitudes towards the evaluation: confidence in the
accuracy of the evaluations they gave to team members (“I am confident that the evaluations I
gave are an accurate representation of each team members’ contributions.” ), their confidence in
the accuracy of the evaluations they will receive from team members (“I am confident that my
other team members will be able to provide an accurate evaluation of my contributions.” ), and their
perceived difficulty in evaluating their teammates (“Evaluating each team members’ contributions
was difficult.” ). After they viewed their actual evaluation scores in the feedback survey, participants
also rated their perceived accuracy of the evaluations (“The evaluations that my team members gave
me are an accurate representation of my contributions.” ) and their satisfaction with the evaluations
(“I am satisfied with the evaluations that I received from my team members.” ). All ratings were based
on a 7-point Likert agreement scale – 1: Strongly disagree, 2: Disagree, 3: Somewhat disagree, 4:
Neither agree nor disagree, 5: Somewhat agree, 6: Agree, 7: Strongly agree. .

4.3.4 Attitudes towards activity traces (RQ4). Participants in the treatment condition were asked
open-ended questions about what they perceive to be the potential benefits and concerns of using
activity traces during the peer evaluation process in a real-world collaborative context.

4.4 Data Analysis
For our quantitative outcome measures, we used Bayesian analysis to compare the distributions of
effects on the number and magnitude of revisions (RQ1), standard deviation of evaluation scores
(RQ2), and attitude ratings (RQ3) between experimental conditions. While traditional statistics is
a powerful tool in the hands of an experienced statistician, we were motivated to use Bayesian
analysis for the following reasons. First, Bayesian models make transparent all assumptions in
the model. The modeler does not need to cross-validate distributional assumptions with the data.
Second, Bayesian analysis generally uses maximum entropy priors, which allow us to make the
most conservative inferences given the evidence. We can encode skepticism towards larger effect
sizes in small samples by using more conservative priors, making Bayesian analysis suitable for
small-𝑛 studies. In our models, we use weakly informative priors to ensure that the priors do not
dominate inference. Second, Finally, Bayesian models better facilitate the accrual of knowledge
within the research community as prior outcomes can be used as informative priors in future
research [29]. Kay et al. provide a more detailed overview of the advantages of Bayesian inference
for statistical analysis of HCI research [20].

We formulate a hierarchical Bayesian model for each quantitative outcome measure. Full mathe-
matical descriptions of each model are provided in the Appendix. Our data is naturally hierarchical
as we analyze evaluations across multiple clusters, such as teams and population. Hierarchical
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Bayesian models enable partial pooling, where information is shared across clusters to improve
estimation. For RQ1, we define separate models for the number of revisions and the magnitude of
the revisions. In all of the models, we control for the following covariates: team size, population
(student vs. MTurk), and the participant’s prior experience with collaboration and peer evaluations
in teams. Figure 13 displays the full Directed Acyclic Graphs (DAGs) that we created to represent
our beliefs about the causal relationships between the variables in our models. We do not derive the
DAGs from the data. These DAGs are manifest in the Bayesian models that we ran in our analyses.
We performed the Bayesian analysis using NumPyro [5, 39], a popular Bayesian inference frame-
work. We used Markov Chain Monte Carlo (MCMC), a stochastic sampling technique to sample the
posterior distribution P(𝜃 |D), the distribution functions of the parameters in the likelihood function
given the data observations D.
Finally, we performed thematic analysis [16] on all open-ended responses in the surveys. A

member of the research team first performed open coding on the data and then refined these codes
in an iterative and reflexive process. The same person then used axial coding to group these codes
into larger themes to extract common themes for each survey question.

5 RESULTS
In this section, we present our quantitative findings for how reviewing activity logs affected
participants’ evaluations in terms of the revisions that they made (RQ1), the consistency within
teams (RQ2), and their attitudes towards the evaluations (RQ3). When possible, we also report
open-ended comments to contextualize the quantitative findings. Finally, we present a qualitative
analysis of participants’ perceived benefits and concerns on the usage of activity traces in the peer
evaluation process (RQ4). For all of the Bayesian models described, the Gelman-Rubin statistic
(a measure of MCMC convergence) for all parameters was around 1, indicating that the multiple
sampling chains converged. Traceplots for the MCMC chains in all of the models are presented in
the Appendix.

5.1 Effect on Revisions (RQ1)
About 54% of participants in the treatment condition revised their initial evaluations at least once,
compared to 19% of participants in the control condition. Overall, we found that reviewing activity
traces had a significant effect on both the number and magnitude of revisions that participants
made to their initial evaluations. Below, we describe further details of our analysis and findings.

5.1.1 Number of Revisions. In our Bayesian analysis, we modeled the number of revisions as an
ordinal variable and estimated the posterior distributions of the cumulative likelihood of each
level of revision. Further details of this model can be found in Section 8.1.2 of the Appendix. The
key outcome of interest is whether the odds of no revision is significantly lower in the treatment
condition. To examine the effect of the treatment, we constructed the distribution of the difference
between the cumulative odds of making zero revisions in the treatment condition and the cumulative
odds of making zero revisions in the control condition, as shown in Figure 3. All plots are shown
on the cumulative odds scale, though for zero revisions, the cumulative odds are simply equivalent
to the odds of making zero revisions. If the odds of making zero revisions are significantly lower
in the treatment condition (i.e. the difference is negative), this is equivalent to the odds of any
revisions being greater in the treatment condition than in the control condition.
Our findings show that reviewing activity traces significantly decreased the odds of making

no revisions to the initial evaluations. In other words, the odds of any revisions is greater in the
treatment condition than in the control condition. The first column shows the cumulative odds
difference when averaged over both the MTurk and Student populations. The 94% High-Posterior
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Fig. 3. Difference distributions between the control condition and the treatment condition for the odds of
making no revisions to the initial evaluation. Lower odds of making no revisions is equivalent to increased
odds of making one or more revisions. All plots are on the cumulative odds scale. The leftmost plot shows
the distribution averaged over both MTurk and student participants. The center and right plots show the
distributions for only MTurk and only student participants, respectively. Each plot shows an orange vertical
line located at 0. This represents an odds difference of zero, meaning that participants in the treatment
condition were not significantly more or less likely to make zero revisions compared to the control condition.
Main finding: Our findings show that reviewing activity traces significantly decreased the odds of making
no revisions to the initial evaluations compared to the control condition. In other words, the odds of making
any revisions is greater in the treatment condition than in the control condition. This effect was primarily
driven by MTurk participants.

Density Interval (HPDI) is [-1.98, -0.53], which lies outside a significant ROPE (Region of Practical
Equivalence) of 0±0.05, where 0 indicates that the treatment had no effect. 1 Surprisingly, when we
examine the two populations separately, we see that these differences primarily arise from MTurk
participants. The 94% HPDI for the MTurk distribution is [-2.9, -0.78]. In contrast, for Student
participants, the 94% HPDI is [-1.33, -0.17]. Although the HPDI still lies outside the ROPE, this
indicates that the difference for students is only marginally significant.

We can better understand the effects of the treatment by visualizing the predicted distribution of
outcomes for each condition under our model. These distributions are shown in the histograms
in Figure 4. The first column shows the predicted distribution of number of revisions for MTurk
participants across both conditions. The right column shows the predicted distribution of number
of revisions for student participants across both conditions. The y-axis represents the number of
samples in which each outcome value was predicted and is proportional to the probability of that
outcome value. We can see that the treatment condition decreased the probability of making no
revision in the simulated outcomes and increased the probability of making each successive number
of revisions. The contrast was greatest for MTurk participants where the probability of making no
revisions in the treatment condition was only about half the probability of making no revisions in
the control condition.

5.1.2 Magnitude of Revisions. We estimated the posterior distribution of the mean magnitude of
revisions that participants made to their initial evaluations. Further details of this model can be
found in Section 8.1.1 of the Appendix. To contrast the mean magnitude of revisions between the
control condition and the treatment condition, we constructed the distribution of the ratio of the

1Unlike non-Bayesian Statistics, where one can ask for example, if the two means for two treatments are different P(𝜇1 ≠ 𝜇2),
in Bayesian statistics, one asks if the HPDI interval of the distribution P(𝜇1 − 𝜇2), that is, the distribution of the difference of
the means of the two treatments, excludes an interval where we can consider the two treatments equivalent. This equivalence
interval is domain dependent. A posterior distribution HPDI that lies outside the ROPE is considered a significant result in
Bayesian data analysis.
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Fig. 4. This figure shows the predicted outcomes for the number of revisions that participants made to their
initial peer evaluation over 5000 samples. Each plot shows how the distribution of predicted revisions varies
by condition and population.Main finding: The treatment condition decreased the probability of making
no revision in the simulated outcomes and increased the probability of making each successive number of
revisions. The contrast was greatest for MTurk participants where the probability of making no revisions in
the treatment condition was only about half the probability of making no revisions in the control condition.
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Fig. 5. This figure shows the ratio distributions of the treatment effects on the magnitude of revisions between
the control condition and the logs condition. All plots are on the outcome scale. The rightmost plot shows the
ratio distribution averaged over both MTurk and student participants. The middle and leftmost plots show
the ratio distributions for only MTurk and only student participants, respectively. Each plot shows an orange
vertical line located at 1. This represents that the magnitude of revisions was the same between conditions.
Main finding: Reviewing activity traces significantly increased the magnitude of revisions that participants
made to their initial evaluations. However, this difference was only significant for MTurk participants.

treatment effect in the treatment condition over the control condition, as shown in Figure 5. All
plots are on the outcome scale.

Our analysis shows that viewing activity traces significantly increased the magnitude of revisions
that participants made to their initial evaluations. The first column shows the ratio when averaged
over both the MTurk and Student populations. The 94% HPDI is [1.54, 3.19], which lies outside
the ROPE of 1±0.05, where 1 indicates that the treatment had no effect. This indicates there was a
significant difference between the magnitude of revisions of the two conditions, where the treatment
effect increased the magnitude of revisions. On average, the magnitude of revisions in the treatment
condition is approximately 2.3 times the magnitude of revisions in the control condition. Similar to
our findings for the number of revisions, we see that this difference again primarily comes from
MTurk participants. The second column of the figure shows that the treatment effect had a stronger
effect on MTurk participants. The average ratio is 4.71 and the 94% HPDI widens to [2.28, 7.48]. For
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Fig. 6. This figure shows the ratio distributions of the treatment effects on the standard deviation of evaluation
scores between the baseline condition (the initial evaluation) and each of the reflection conditions (control
and treatment, respectively). All plots are on the outcome scale. The lefthand plot shows the control over
baseline distribution and the righthand plot shows the treatment over baseline distribution. Each plot shows
an orange vertical line located at 1. This represents that the standard deviation of evaluation scores was the
same between conditions. A ratio lower than 1 indicates that standard deviation of scores increased after
the reflection stage, i.e. consistency decreased.Main finding: Reviewing activity traces led to a significant
decrease in the standard deviation of evaluation scores that each team member received.

Student participants, the average ratio is 1.16 and the 94% High-Posterior Density Interval (HPDI)
shrinks to [0.68, 1.62], which overlaps with the ROPE of 1±0.05. About 13.9% of the entire posterior
distribution for students is contained within the ROPE. This suggests that the treatment did not
have a significant effect on magnitude of revisions for students.

5.1.3 Explanations for Revisions. From the open-ended explanations that participants provided
for why they made revisions, we found that participants in the treatment condition who revised
their evaluations frequently mentioned that the activity traces helped to scaffold their memory
and clarify contributions from their team members (N=26). Participants often realized that they
had underestimated (N=11) or overestimated (N=9) the contributions of their team members after
reviewing the activity traces. One participant acknowledged experiencing a degree of memory
bias: "I recall liking certain peoples ideas more than others. I think this skewed my memory in
remembering their work more than the others" (P35, Student, Treatment). For participants in the
control condition who revised their evaluations, the written reflection by itself led them to realize
they had underestimated (N=5) or overestimated (N=1) other people’s contributions. At the same
time, three participants in the control condition stated that they only changed their evaluation
ratings because they realized that their team members would see the feedback: "I realized they were
going to see what numbers I had given them, so I figured I might as well pretend to be nice" " (P85,
MTurk, Control).

5.2 Effect on Consistency (RQ2)
To examine how reviewing activity traces affected the consistency of evaluations, we modeled the
evaluation scores that participants received and compared the standard deviations of evaluation
scores. Further details of this model can be found in Section 8.1.3 of the Appendix. Higher standard
deviation indicates that teams disagreed more about how much each member contributed. To
contrast the changes in standard deviation between the control condition and the treatment
condition, we first constructed the distribution of the ratio of standard deviation of the revised
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evaluation in the treatment condition over the standard deviation of the initial baseline evaluation.
This informs us about how much the standard deviation changed from the initial to revised
evaluation in the treatment condition. We constructed the same ratio distribution for the control
condition in order to examine whether the reflection activity on its own affected the consistency of
evaluations. These distributions are shown in Figure 6. All plots are on the outcome scale.

We found that reviewing activity traces led to a significant decrease in the standard deviation of
evaluation scores that each team member received. The right column shows that the 94% HPDI is
[0.22, 0.47] for the ratio between the baseline evaluation and the revised evaluation in the treatment
condition. This lies outside the ROPE of 1±0.05, demonstrating that there was a clear treatment
effect on consistency. On average, the standard deviation of evaluation scores received by each
participant was only 38% of the standard deviation of evaluation scores in the initial evaluation,
decreasing by 62%. In contrast, the HPDI for the ratio in the control condition is [1.07, 1.8], which
suggests that standard deviation actually increased from the initial evaluation. Although the HPDI
does not overlap with the ROPE, this difference is only marginally significant. Overall, these results
show that reviewing activity traces significantly increased the consistency of evaluation scores,
but only in the treatment condition.
This increased consistency is supported by open-ended comments from participants in the

treatment condition. Participants perceived activity traces as being a sort of "ground truth" about
people’s contributions. As one participant stated, "With activity logs, we can be sure that at least
there is one correct version of ’what has been going on’" (P33, Student, Treatment).

5.3 Effect on Attitudes (RQ3)
We assessed participants’ attitudes towards their peer evaluations both directly after they completed
the evaluations as well as after they viewed the evaluations they received from their team in the
final feedback survey. Distributions for the attitudes collected directly after the evaluation survey
are shown in Figure 7 and distributions for the attitudes collected after the final feedback survey are
shown in Figure 8. All attitude questions were rated on a 7-point Likert agreement scale. Median
and standard deviation are reported using the notation M and 𝜎 , respectively. Overall, our analysis
showed that reviewing activity traces significantly increased participants’ perceived accuracy of
the final evaluations they received. However, this effect varied between populations. All other
attitudes were not significantly different between conditions. We first report descriptive findings
about the attitude responses before delving into the results of our Bayesian analysis.

After revising their evaluations, participants in both conditions were confident that the evalua-
tions they gave were accurate (M=6, 𝜎=1.14). They were similarly confident that the evaluations
they received would be accurate (M=6, 𝜎=1.19). In general, participants did not find it difficult to
evaluate their team members’ contributions (M=4, 𝜎=1.76). The median for perceived difficulty was
actually higher for participants in the control condition (M=4, 𝜎=1.89) compared to the treatment
condition (M=3, 𝜎=1.61). In the final feedback survey, participants viewed the evaluation scores
they received from their team members and rated their perceived accuracy and satisfaction with the
evaluations. Distributions for both attitude questions are shown in Figure 8. Overall, participants
in both conditions were somewhat satisfied with the evaluations they received (M=5, 𝜎=1.68).
However, participants felt mixed about the accuracy of the evaluations (M=4, 𝜎=1.67). Of note,
participants in the treatment condition perceived the evaluations they received as being more
accurate (M=5, 𝜎=1.58) compared to the control condition (M=4, 𝜎=1.69).
To examine whether these differences were statistically significant, we performed a similar

analysis to our analysis for the number of revisions. We modeled the attitude ratings as an ordinal
variable and estimated the posterior distributions of the cumulative likelihoods of the response
values for each attitude rating scale. Further details of this model can be found in Section 8.1.4 of
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Fig. 7. Distribution of ratings for confidence in accuracy of the evaluations that participants gave, confidence
in accuracy of the evaluations that participants would receive, and perceived difficulty of evaluation. Ratings
were based on a 7-point Likert agreement scale – 1: Strongly disagree, 2: Disagree, 3: Somewhat disagree,
4: Neither agree nor disagree, 5: Somewhat agree, 6: Agree, 7: Strongly agree. Survey takers on average felt
confident that the evaluations they gave were accurate and that their teammates would also evaluate them
accurately. Perceptions of difficulty were more mixed.

the Appendix. Our main question in the Bayesian analysis was whether the distribution of ratings
was significantly different between conditions with respect to the neutral midpoint of the scale
(“Neither agree nor disagree” ). This would tell us whether participants were more likely to disagree
with the attitude statement in one condition over the other. We constructed the distribution of the
difference between the cumulative odds of a rating of 4 (the midpoint of the 7-point Likert scale) in
the treatment condition and the cumulative odds of the rating in the control condition. Values that
are negative and exclude the ROPE of 0±0.05 indicate that participants in the treatment condition
had less odds of providing a neutral or negative response to the attitude question compared to the
control condition.

We found that participants’ attitudes directly after completing the evaluations (confidence in the
accuracy of evaluations given and received and perceived difficulty of evaluation) did not differ
significantly between the control condition and treatment condition. Figure 9 shows the contrast
distributions for the cumulative odds difference for each of the three attitudes. Each row represents
a different attitude rating and each column represents the population selected for analysis. The
HPDI for the cumulative odds difference overlapped with the ROPE of 0±0.05 in all cases, indicating
that participants were not significantly more likely to disagree or agree in one condition over the
other for these attitudes. Figure 10 shows the contrast distributions for the attitudes of participants
once they received their scores in the final feedback survey (perceived accuracy and satisfaction
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Fig. 8. Distribution of ratings for perceived accuracy and satisfaction with the evaluations participants
received in the final feedback survey. Ratings were based on a 7-point Likert agreement scale – 1: Strongly
disagree, 2: Disagree, 3: Somewhat disagree, 4: Neither agree nor disagree, 5: Somewhat agree, 6: Agree, 7:
Strongly agree. Participants were somewhat satisfied with the evaluations they received in both conditions.
However, in the treatment condition, participants were more likely to perceive their evaluations as being
accurate. .

with evaluations received). We did not find a significant difference in responses for participants’
perceived satisfaction with the evaluations, as shown in the first row of Figure 10.
However, participants’ perceived accuracy of the evaluations they received demonstrated a

significant difference between conditions. The 94% High-Posterior Density Interval (HPDI) is [-
1.07, -0.26], which lies outside a significant ROPE of 0±0.05. This indicates that participants in the
treatment condition were significantly more likely to agree with the statement that the evaluations
they received accurately represented their contributions. Surprisingly, this increase in perceived
accuracy is primarily driven by student participants. The 94% HPDI for the student distribution
is [-1.78, -0.37]. In contrast, for MTurk participants, 94% HPDI is [-0.67, 0.0], which overlaps with
the ROPE and is not significant. Therefore, although reviewing activity traces did not significantly
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Fig. 9. Difference distributions between conditions for the cumulative odds of observing a neutral or lower
rating for confidence in accuracy of evaluations given, confidence in accuracy of evaluations received, and
difficulty of evaluation. All plots are on the cumulative odds scale. Each row represents a different attitude
rating. The first column shows the distributions averaged over both MTurk and student participants. The
second and third columns show the distributions for only MTurk and only student participants, respectively.
Each plot shows an orange vertical line located at 1. This represents that there was no difference in responses
between conditions. Note that the x-axis is not the same scale for all plots. Main finding: Reviewing activity
traces did not have a significant effect on participants’ confidence in the accuracy of their evaluations or
perceived difficulty of evaluation.

impact the number or magnitude of revisions students made, it did increase the accuracy they
perceived for their final evaluation scores.
We can again better understand the effects of the treatment on each attitude by visualizing the

predicted outcomes for each condition under our model. The predicted outcomes for the evaluation
survey attitudes are shown in Figure 11. The predicted outcomes for the feedback survey attitudes
are shown in Figure 12. In both figures, the first column shows the predicted ratings for MTurk
participants across both conditions. The right column shows the predicted ratings for student
participants across both conditions. We can see that the distribution of predicted outcomes is very
similar for most of the attitudes. When we examine perceived accuracy of evaluations received,
shown in the first row of Figure 12, we find larger differences in the probability of each response
value for students. The probability of responses on the negative end of the scale all decreased
for the treatment condition while the probability of responses on the positive end of the scale all
increased.
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Fig. 10. Difference distributions between conditions for the cumulative odds of observing a neutral or lower
rating for perceived accuracy of and satisfaction with evaluations received. All plots are on the cumulative
odds scale. Each row represents a different attitude rating. The first column shows the distributions averaged
over both MTurk and student participants. The second and third columns show the distributions for only
MTurk and only student participants, respectively. Each plot shows an orange vertical line located at 1. This
represents that there was no difference in responses between conditions. Note that the x-axis differs in scale
for some plots.Main finding: Reviewing activity traces had a significant effect on participants’ perceived
accuracy of the evaluations they received, but only for student participants.

5.4 Benefits and Concerns (RQ4)
Participants in the treatment condition described multiple potential sources of value in using
activity traces during peer evaluations in collaborative scenarios. Most predominantly, participants
reported that activity traces can facilitate a better understanding of the individual contributions of
everyone on the team (N=25). Participants discussed this benefit in the context of both short-term
and long-term collaborations. For short-term, synchronous collaborations such as the ad-writing
task in the study, participants stated that it can be difficult to keep track of what is happening
and who is doing what during the task. For long-term collaborations, memory of events becomes
further strained, making it easy to forget or misremember contributions that were made.

In both cases, activity traces were described as being helpful in refreshing or scaffolding partici-
pants’ memory (N=9). P29, a student experienced this issue firsthand with the peer evaluation in
the study: "To put it bluntly, had I not reviewed the activity logs I would have absolutely screwed some
people over. If I was someone’s manager doing performance reviews, without the proof of how some
people worked, I would’ve simply mixed up some people’s work and underestimate or overestimate
their total contribution." Participants valued activity traces for being easy to refer back to at a later
date (N=10) and as a verification tool to confirm their evaluations or correct possible errors (N=6).
Participants (N=7) often attributed a sense of objectivity to the activity traces that allows them to
"rely on more than just their memories" (P35, Student). P72 (MTurk) felt that this could help reduce
perceptions of favoritism or bias in the evaluations. Two participants stated that that they could
draw tangible examples from the activity traces as evidence for their evaluations.
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Fig. 12. Predicted outcomes for the attitude questions in the feedback survey. Each plot shows how the
distribution of predicted responses varies by condition and population. Each column represents a different
attitude question.Main finding: For students, reviewing activity traces decreased the probability of negative
ratings for perceived accuracy and increased the probability of positive ratings.

At the same time, participants expressed concerns about lack of context, privacy, bias, and
performativeness among other issues. The most frequent concern for participants was that activity
traces do not provide a complete picture of the team and each members’ contributions (N=18). This
concern largely stemmed from participants feeling that activity traces do not necessarily convey
the context of the information shown, such as the cognitive effort a team member is putting in: "In
exercises like these, there is both "visible" activity and "thought" activity and the logs tend to capture
more of the "visible" activity (i.e., editing, comments, etc) but they don’t really capture the "thought"
activity - and it is that ideation that also leads to success and a better final deliverable - so there
should be some way to capture and/or recognize that as well." (P72, MTurk) Furthermore, several
participants (N=7) also worried that activity traces might be biased towards certain types of roles
or personalities on the team, such as those who are more extroverted or assertive. Participants
(N=4) also cited other types of contributions such as offline interactions that might not be captured
by activity traces.

Many participants (N=8) also had reservations about the privacy and security of the data being
recorded in activity traces. These reservations mostly revolved around the type and granularity
of information shown in the activity traces and how long they could be retained and viewed. P30
(Student) speculated that people might "dig too deep" into the activity traces and penalize their
team members for past actions that do not reflect their current performance. Participants (N=8)
were concerned that the usage of activity traces could aggravate social tensions within the team,
making team members feel stressed about being monitored or resentful of their teammates. Finally,
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several participants (N=6) felt that the usage of activity traces would encourage performative work.
P68 (MTurk) stated, "You are working hard only if other people reviewing the logs see you working
hard." In turn, this could lead to an overemphasis on quantity over quality of contributions.

6 DISCUSSION
In this section, we summarize and discuss our experimental findings in the context of the larger
body of work on peer evaluations and collaborative awareness. We also address stakeholders that
use peer evaluations and tool designers of peer evaluation systems by providing implications for
leveraging activity traces effectively in the evaluation process. We integrate these implications
with the potential benefits and concerns that participants perceived for using activity traces in the
peer evaluation process.

6.1 Experimental Findings
In this study, we examined the effects of reviewing activity traces on peer evaluations along three
primary dimensions: the number and magnitude of revisions to evaluations, the consistency of
evaluations, and participants’ attitudes towards the peer evaluation process. Our findings show
that using activity traces can address social and cognitive biases with peer evaluations and increase
the consistency among evaluators, without increasing the perceived cognitive workload.

6.1.1 Activity Traces Led to More and Greater Revisions. Our findings show that participants made
significantly more revisions to their initial evaluations after reviewing their activity traces and
that the size of these revisions was also significantly greater. Participants who reviewed their
activity traces showed significantly greater odds of making a revision. The size of revisions made by
participants in the treatment condition was on average more than twice the size of revisions made
in the control condition. These revisions were contextualized by the open-ended explanations with
many participants stating that the activity traces helped to clarify and correct their initial estimations
of team members’ contributions. This suggests that activity traces can address issues with limited
or biased recall. While this study took place in the context of a short-term collaborative task, the
benefits of activity traces for scaffolding memory become more relevant for peer evaluations that
are performed between extensive periods of work, such as for annual reviews or at the end of
semester-long projects. In these situations, memory biases are likely to be most problematic.

We note that the effect on revisions was stronger and, in the case of magnitude of revisions, only
significant for MTurk participants compared to student participants. We consider two possible
explanations for this. First, prior research has shown that MTurkers are more financially motivated
compared to other recruiting methods [35, 36]. Thus, they may have been more likely to provide
inaccurate evaluations initially in order to achieve the maximum possible bonus. The activity traces
may then have had a stronger effect on their revised evaluations. Second, although we did not
find significant differences between MTurk or student participants for either collaborative or peer
evaluation experience, it is possible that students may have had more recent or frequent experience
with evaluating peers through group projects and assignments in courses. Further investigation is
needed to unpack these differences.

6.1.2 Activity Traces Led to More Consistent Evaluations. Teams in the treatment condition became
significantly more aligned in how they evaluated each team member after revising their evaluations.
The standard deviation of revised evaluation scores in the treatment condition was on average 38%
of the standard deviation in the baseline evaluation. In contrast, performing the reflection activity
on its own in the control condition did not improve the consistency of evaluations. This finding
provides key evidence that reviewing activity traces improved the quality of peer evaluations. In
the absence of a ground-truth, consistency between feedback sources (e.g. members of a team) is
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one of the most important benchmarks for the quality of an evaluation [9]. An explanation for the
increased consistency is that team members were able to use activity traces as a common reference
point. This is supported by open-ended comments where participants perceived activity traces
as being a sort of "ground truth" about people’s contributions. As one participant stated, "With
activity logs, we can be sure that at least there is one correct version of ’what has been going on’" (P33,
Student). We note that this is only true when the collaboration involves artifact-based work, as
was the case in our study where teams had to create product advertisements.

6.1.3 Perceptions of the Evaluation Process. Our findings on participants’ perceptions of the eval-
uation process show that the treatment condition did not have a significant effect on attitudes
measured directly after participants completed their self- and peer evaluations. We had speculated
that participants may feel more confident in the accuracy of the evaluations when they were able
to review their activity traces. However, we found that reviewing activity traces did not have a
significant effect on participants’ confidence in the accuracy of either the evaluations they gave
to other members or the evaluations they would receive from their team members. One possible
explanation for this is that there was a ceiling effect for perceived accuracy. Ratings were high
for both accuracy of evaluations given and accuracy of evaluations received, with a median of
6 on a 7-point Likert scale for both questions. This could also suggest that participants in the
control condition were over-confident in the accuracy of their evaluations. The comparative lack
of revisions to initial evaluations in the control condition support this interpretation as well.

However, differences emerged between conditions once participants actually viewed their evalu-
ation scores in the final feedback survey. Participants who reviewed their activity traces were more
likely to perceive their evaluations as accurate representations of their contributions. Combined
with our findings on increased consistency of evaluations, it is possible that team members who
reviewed activity traces were able to converge on a common frame of reference against which
they based their judgements of accuracy. When asked to elaborate on their accuracy rating, two
participants (one MTurk participant and one student participant) in the treatment condition stated
explicitly that the activity traces supported their estimations of accuracy. At the same time, these
differences were only statistically significant for student participants. Furthermore, when given
an opportunity to appeal the evaluation they received in the final survey, 9 out of 15 participants
who suggested they would like to appeal were students, with 8 of them being from the control
condition. Overall, these findings demonstrate that the presence of activity traces influence how
team members evaluate each other as well as how they assess the quality of their evaluations. This
is critical as perceptions of peer evaluation process can significantly affect their motivation to
perform the evaluations.
Finally, we found that participants did not find it significantly more or less difficult to evaluate

their team members between conditions, despite participants in the treatment condition needing
to perform the extra task of reviewing the activity traces. This suggests that the cognitive effort
of reviewing the activity traces may have somewhat mediated the cognitive effort of recalling
each member’s contributions without the data. This is promising as prior work has cautioned that
greater activity awareness may increase cognitive load and stress for users [47].

6.2 When to Use Activity Traces?
Our findings demonstrate the value for leveraging activity traces in peer evaluations in the context
of a specific online collaborative and evaluation task. The characteristics of the collaboration and
evaluation will likely impact the applicability and value of activity traces. Most notably, activity
traces are limited to capturing online contributions. In addition, activity traces are generally tied to
artifacts of work. These artifacts can encompass many aspects of teamwork such as communication,
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effort, and accountability. But collaborative work that primarily takes place in-person or involves
more abstract outcomes will most likely not be appropriate contexts for using activity traces.
Nevertheless, given the rapid advancements in online collaboration over the past few decades, we
believe that the importance of activity traces will only increase in the future.

Themost significant benefit that participants in our study perceived for using activity traces in the
peer evaluation process was in helping to understand the individual contributions of team members.
Therefore, activity traces are likely best-suited for evaluation contexts where it is important to
differentiate the individual and relative contributions of a group, as was the case in the evaluation
in our study. These types of evaluations are necessary when instructors or managers must make
administrative decisions such as assigning individual grades or bonuses [12]. However, we believe
that there is potential for leveraging activity traces to support other evaluation purposes as well.
For example, activity traces can provide tangible examples for participants’ evaluations. Team
members can compose these examples in their peer evaluations to generate more specific and
actionable feedback. Providing evidence in support of their evaluation scores could also make team
members feel less apprehension about giving constructive feedback.
Although activity traces can be used to address social and cognitive biases in peer evaluations,

they also introduce new concerns about privacy, surveillance, and performativeness. Greater
transparency makes everyone’s behavior more visible and therefore more open to judgement and
criticism. Research on “evaluation apprehension” suggests that when people are worried about
others’ evaluations of their work, they sometimes make mistakes and learn less than when they
are not watched [50]. This was echoed by participants in our study who expressed concern about
the social and psychological effects of feeling monitored. Participants also worried that people may
purposefully exhibit behaviors with the intention of being reflected more positively in the activity
traces, rather than actually contributing to the team. Therefore, stakeholders should carefully
consider the costs and benefits of using activity traces for their unique purposes and contexts. In
addition, we caution against overly frequent usage of activity traces. Instead, activity traces could
be used to form data-driven peer evaluations only at strategic milestones.

6.3 Design Implications for Peer Evaluation Systems
In our study, we used existing activity traces automatically logged from a popular online collabora-
tive tool and provided minimal guidance on how participants should interpret the traces. Although
our findings demonstrate that there is already value in the activity traces available today, we also
identified challenges and concerns that peer evaluation systems seeking to leverage activity traces
should address. Presently, activity traces are automatically generated by online tools with little
control or customization provided to the user. As our open-ended responses indicate, people care
about how the activity traces might be interpreted and actuated by their peers, especially when
these interpretations are being used to evaluate their contributions. Peer evaluation systems that
intend to leverage activity traces should be designed to provide greater control and flexibility to
users over how their contributions are represented in activity traces and scaffold the reflection
process to identify quality contributions.

The representation of activity traces in peer evaluation systems should be configured based on
the purpose of the evaluation, goals and preferences of the stakeholders, and the nature of the
teamwork. For example, if the goal of evaluation is to focus on task behaviors, activity traces can be
organized by tasks. If the goal is to differentiate individual contributions, then activity traces can be
organized by person. Similarly, the type of content shown in the activity traces can be configured
based on the dimensions of teamwork being evaluated. Peer evaluation systems should also provide
opportunities for teams and individuals to contextualize the activity traces with information that
cannot be automatically captured, such as the “thought activity” that one participant described
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or significant offline interactions. This could be performed in-situ as team members work on a
task or as part of a reflection activity where teams reflect on and annotate their activity traces. For
example, perhaps a team member wrote the least text in a document but it was the most difficult or
important section to write. A tool could allow them to annotate the contribution in the activity
trace summary. Providing features to assess the value or impact of contributions in activity traces
is a critical direction for the design of future tools.

Participants in our study worried that incorporating activity traces into evaluations may increase
the occurrence of “performative work”. Performativeness at work is not a new concept but it has
become increasingly notable with the shift to online work in recent years [2]. For example, people
might contribute more to public messaging channels that they know will be displayed in activity
traces. Strategies should be developed to identify counterproductive behaviors and differentiate
“quality work” from “performative work”. During the evaluation process, team members can be
instructed to identify these perceived behaviors in the activity traces through rubrics or other
forms of messaging. We can draw inspiration from behaviorally anchored rating scales, which
identify specific behaviors that represent varying levels of performance and use them to provide
a frame of reference for evaluators [45]. Activity traces also serve as a repository from which to
gather new distinctive online teamwork behaviors that can be used to guide team members in their
evaluations.
Finally, our findings show that participants valued activity traces for scaffolding their memory

and saw potential for using them in long-term collaborations. However, peer evaluation systems
will inevitably encounter issues of scale when dealing with collaboration that occurs over extended
periods of time. Real-world collaborations ebb and flow over time, with people’s individual con-
tributions varying based on their expertise, the tasks at hand, or spontaneous events. A team
member’s contributions may not be visible in one type of activity trace because their role requires
them to contribute to a different outcome or stage of the project. The distributed nature of online
collaboration also means that many different platforms and tools are used for a single project,
further compounding these issues. A student team working together on a semester-long project
could produce dozens of artifacts across different tools, each generating their own collection of
activity traces. To effectively utilize activity traces, evaluation systems will need to incorporate new
techniques for analyzing activity traces across different tools, granularities, and contexts as well
as extracting the information that is most relevant to the evaluation. The CSCW community has
already explored a range of different visualizations and representations for activity traces [15, 52].
Future work should build on these approaches in order to address the increased complexities of
contexts such as long-term collaborations, multiplicity of platforms, and hybrid work.

6.4 Limitations and Future Work
Type and duration of collaboration: Our study examined peer evaluations in the context of a

single short-term collaborative task. Future work is needed to understand how activity traces
might affect peer evaluations of teamwork over a longer duration and for different types of
collaborative work. Participants in our study also did not know each other before the task and
did not have to continue working together after the task. Therefore, the social ties between
members of a team in our study are likely not as strong as in a team that has been working
together longer. Prior work has suggested that as familiarity and interpersonal contact grows
within a team, performance may be increasingly interpreted through the lens of abstract
impressions rather than concrete behaviors [7]. Therefore, it is likely that evaluation biases
will accrue over time for longer-term projects. Future work can investigate whether activity
traces may then have a stronger impact against these biases or may perhaps be overwhelmed
by them.
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Another consequence of a longer-term context is that peer evaluations are often conducted
on a continual basis throughout the course of the teamwork in organizational and academic
settings. As evaluators gain more experience with reviewing the activity traces, they may
become more adept at interpreting the traces and extracting the information that is useful
to them for evaluation. Future work can examine what strategies peers adopt in processing
information from the activity traces when performing peer evaluations. These strategies can
potentially be automated and incorporated into intelligent peer evaluation tools.

Evaluation scheme: For the peer evaluation in our study, we used a forced-distribution rating
scheme because our goal was to encourage differentiation of individual contributions. This
type of rating may not capture different dimensions of teamwork skills or contributions.
Future work can explore the impact of activity traces on other types of evaluations that serve
different purposes such as providing feedback for improvement or teaching teamwork skills.
Furthermore, numeric ratings may suggest a bias towards quantitative interpretations of
contributions over qualitative. Future work can examine qualitative schemas for interpreting
activity traces.

Representation of activity traces: In this study, we used the document version history and chat
log in Google Docs as a starting point for examining the effects of activity traces. There is
minimal summarization of the work being performed in these activity traces. Future work
should examine how different representations of activity traces might impact the findings in
this paper and address issues of scale and interpretation.

Populations studied: Finally, our findings may be limited to the populations that we recruited
in the experiment: students and MTurk workers. Other populations in alternative contexts
should be studied in order to test the generalizability of our findings, such as teams that work
together in traditional organizations.

7 CONCLUSION
In this paper, we examined the impact of using activity traces on peer evaluations of individual
contributions to teamwork. Through a between-subjects experiment over two different participant
populations and a combination of Bayesian and qualitative analysis, we provide empirical evidence
that using activity traces can address social and cognitive limitations of peer evaluations, such as
selective recall and biased standards, by improving consistency as well as perceptions of accuracy
of evaluations received. Furthermore, our usage of authentic activity traces that already exist today
on one of the most popular collaborative work platforms in the world demonstrates that anyone can
begin leveraging activity traces in their own lives today. However, stakeholders who are interested
in using activity traces should carefully consider their context and goals for collaboration and
evaluation. The open-ended responses from our study suggest issues of scale, interpretation, and
performativeness that must be addressed as activity traces continue to increase in relevance. We
hope that our work motivates further exploration of the impact of activity traces and the design of
new data-enhanced peer evaluation tools.
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Fig. 13. Causal DAGs for each of the four Bayesianmodels in our analysis. DAGs represent causal relationships
between variables, with the arrows determining the direction of causal effect (𝑥 → 𝑦 means 𝑥 affects 𝑦). The
symbol ‘x’ circled in red represents an interaction effect between the two variables that point to it. We note
that these DAGs represent our beliefs about the causal relationships in our experiment. We do not derive
these relationships from the data.

A APPENDIX
A.1 Model Definitions
Now, we discuss the Bayesian formulation for each of the models in our analysis. In a Bayesian
formulation, we first need to define a likelihood function to model the outcome variable under the
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control condition and logs condition. Consistent with McElreath [29], we posit that the likelihood
function represents the modeler’s view of the data, and not a claim about the world. In general, the
likelihood function is a parametric formulation and we treat each model parameter as a random
variable, drawn from another distribution with parameters (its prior distribution). In this way,
Bayesian formulations are conducive to hierarchical or multilevel models. Bayesian researchers
typically recommend "weakly informative" priors — conservative priors which allow for all possible
values of the parameter but are chosen in a manner that promotes fast convergence.

Figure 13 displays the full Directed Acyclic Graphs (DAGs) manifest in our Bayesian models.
We emphasize that these DAGs represent our beliefs about the causal relationships between the
variables in our models. They are not derived from the data. Our main predictor variable of
interest is the experimental condition. We also include the following covariates in all of our models:
population (student vs. MTurk), team size, and collaboration and peer evaluation experience. As
we discussed earlier in the paper, MTurk participants are more financially motivated compared to
other recruitment populations. This may impact how they respond to the experimental treatment.
Therefore, we include a varying slope for the interaction between population and experimental
condition in our models. Below, we describe the variables that are included in all of our models.
Other variables specific to an individual model are described in the respective model definition.

𝛽𝑠𝑖 : Varying intercept for the effect of the experimental condition 𝑠 of rater 𝑖
𝑃𝑝𝑖 : Varying intercept for the effect of the population 𝑝 (MTurk or student) of rater 𝑖
𝜖𝑝𝑖 ,𝑠𝑖 : Varying slope for the interaction effect between the population 𝑝 of rater 𝑖 and the
condition 𝑠 of rater 𝑖
T
∑𝑡 [𝑖 ]−1

𝑛=0 𝛿𝑡 : Effect for team size of rater 𝑖 modeled as an ordinal predictor.
C
∑𝑐 [𝑖 ]−1

𝑛=0 𝛿𝑐 : Effect for collaboration experience of rater 𝑖 modeled as an ordinal predictor.
E
∑𝑒 [𝑖 ]−1

𝑛=0 𝛿𝑒 : Effect for peer evaluation experience of rater 𝑖 modeled as an ordinal predictor.

A.1.1 RQ1: Magnitude of Revisions (Model 1). There is one outcome variable: 𝑐𝑖, 𝑗 , the magnitude
of revision between the initial evaluation score and final evaluation score of participant 𝑖 towards
participant 𝑗 . We aim to fit a distribution for the mean (i.e. the expected) magnitude of revision
between initial evaluation scores and final evaluation scores.
We expected many participants would not make revisions to their initial evaluations and that

the lack of revision could be due to different factors (i.e. initial calibration was accurate, lack of
effort, etc.). Therefore, we use a zero-inflated Poisson (ZIP) distribution to characterize the mean
magnitude of revision in both conditions (control and logs). A ZIP distribution is a mixture model
that accounts for an excess of zeroes in the data by using a mixture of a Poisson distribution and a
zero-probability distribution [22]. The ZIP distribution has two parameters: the probability of a 0
(𝜙) and the mean of the Poisson distribution, also known as the rate of change (𝜆). Both parameters
are random variables, and we need to define likelihood functions for them. Our Bayesian model:
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𝑐𝑖, 𝑗 ∼ ZIP(𝜙𝑖, 𝑗 , 𝜆𝑖, 𝑗 ) (1)
log(𝜆𝑖, 𝑗 ) = 𝛼𝜆 + 𝛾𝑟 [𝑖 ] + 𝛽𝑠 [𝑖 ] + 𝑃𝑝 [𝑖 ] + 𝜖𝑝 [𝑖 ],𝑠 [𝑖 ] +𝑂𝑤 [𝑖, 𝑗 ] + 𝑜𝑤 [𝑖, 𝑗 ],𝑠 [𝑖 ] Linear model for 𝜆 (2)

+𝑇
𝑡 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑡 +𝐶
𝑐 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑐 + 𝐸

𝑒 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑒

logit(𝜙𝑖, 𝑗 ) = 𝛼𝜙 + 𝛽𝑠 [𝑖 ] + 𝑃𝑝 [𝑖 ] +𝑇
𝑡 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑡 + 𝑜𝑤 [𝑖, 𝑗 ],𝑠 [𝑖 ] Linear model for 𝜙 (3)

𝜖𝑝,𝑠 ∼ MVNormal( [𝜇𝑝 , 𝜇𝑠 ], 𝑆𝑝 ) Prior for varying slope (4)
𝑜𝑤,𝑠 ∼ MVNormal( [𝜇𝑤, 𝜇𝑠 ], 𝑆𝑤) Prior for varying slope (5)
𝛾𝑟 ∼ N(𝜇1, 𝜎1) Prior for each rater (6)
𝛽𝑠 ∼ N(𝜇2, 𝜎2) Prior for each condition (7)
𝑃𝑝 ∼ N(𝜇3, 𝜎3) Prior for each population (8)
𝑂𝑤 ∼ N(𝜇4, 𝜎4) Prior for self/peer (9)
𝑇 ∼ N(𝜇5, 𝜎5) Prior for team size (10)
𝐶 ∼ N(𝜇6, 𝜎6) Prior for collaboration (11)
𝐸 ∼ N(𝜇7, 𝜎7) Prior for peer evaluation (12)
𝛿𝑡 ∼ Dirichlet(2) Prior for 𝛿𝑡 (13)
𝛿𝑐 ∼ Dirichlet(2) Prior for 𝛿𝑐 (14)
𝛿𝑒 ∼ Dirichlet(2) Prior for 𝛿𝑒 (15)
𝛼𝜆 ∼ N(0, 1) Prior for intercept of 𝛼𝜆 (16)
𝛼𝜙 ∼ N(1, 0.5) Prior for intercept of 𝛼𝑝 (17)

Equation (1) describes that the magnitude of revision is modeled as a ZIP distribution with
zero-probability 𝑝 and Poisson mean 𝜆. There are two linear models and two link functions, one for
each parameter of the ZIP distribution. Equation (2) gives the linear model for the Poisson mean
and is modeled on the log scale. This predicts the mean magnitude of revision between the initial
and final evaluations participant i gave to participant j. Equation (3) gives the linear model for the
probability of zero and is modeled on the logit scale. This predicts the probability of zero revision
between the initial and final evaluations participant i gave to participant j. The rest of the model
definition lists the priors of the parameters of the two linear models. In addition to the variables
that are common to all of our models, we include the following in the linear models:

𝛼𝜆 : Base magnitude of revision.
𝛼𝜙 : Base probability of no revision.
𝛾𝑟 [𝑖 ] : Varying intercept for the effect of rater 𝑖 .
𝑂𝑤𝑖,𝑗

: Varying intercept for self/peer (i.e. whether or not for evaluation [𝑖 , 𝑗], i=j). This repre-
sents whether the evaluation was a self or peer evaluation.
𝑜𝑤𝑖,𝑗 ,𝑠𝑖 : Varying slope for the interaction effect between self/peer of evaluation [𝑖 , 𝑗] and
condition of rater 𝑖 .

We note the inclusion of self/peer as another predictor variable in our model which represents
whether the evaluation was a self or peer evaluation.
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We set the priors in our model to be weakly informative. For all 𝜇 parameters, we set priors to
be N(0, 0.25). For all 𝜎 parameters, we use exponential priors i.e. 𝜎 ∼ Exponential(1). In addition,
for the varying slopes priors, we note that each S in the varying slopes represents the covariance
matrices specific to the population or self/peer category, respectively. They can each be factored
into their own 𝜎 parameters and correlation matrix 𝑅.

A.1.2 RQ1: Number of Revisions (Model 2). There is one outcome variable: 𝑛𝑖 , the number of team
members’ evaluations that participant 𝑖 revised, where each revised evaluation represents one
revision. We model the number of revisions as an ordinal outcome because each successive level
of revision implies and is greater than the previous level of revision. For example, a participant
cannot make four revisions to their evaluations without having also made three revisions.

We use an Ordered Logistic distribution to characterize the number of revisions. This distribution
uses the cumulative link function to guarantee the ordering of the outcome variable. The Ordered
Logistic distribution has two parameters: a linear predictor (𝜙) and a vector of cutpoints for the
response values (𝜅). Both parameters are random variables, and we need to define likelihood
functions for them. Our Bayesian model:

𝑛𝑖 ∼ Ordered-logit(𝜙𝑖 , 𝜅) (1)

𝜙𝑖 = 𝛽𝑠 [𝑖 ] + 𝑃𝑝 [𝑖 ] + 𝜖𝑝 [𝑖 ],𝑠 [𝑖 ] +𝑇
𝑡 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑡 +𝐶
𝑐 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑐 + 𝐸

𝑒 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑒 Linear model for 𝜙 (2)

𝜅𝑘 ∼ N(0, 1.5) Common prior for each intercept 𝑘 (3)
𝜖𝑝,𝑠 ∼ MVNormal( [𝜇𝑝 , 𝜇𝑠 ], 𝑆𝑝 ) Prior for varying slope (4)
𝛽𝑠 ∼ N(𝜇1, 𝜎1) Prior for each condition (5)
𝑃𝑝 ∼ N(𝜇2, 𝜎2) Prior for each population (6)
𝑇 ∼ N(𝜇3, 𝜎3) Prior for team size (7)
𝐶 ∼ N(𝜇4, 𝜎4) Prior for collaboration (8)
𝐸 ∼ N(𝜇5, 𝜎5) Prior for peer evaluation (9)
𝛿𝑡 ∼ Dirichlet(2) Prior for 𝛿𝑡 (10)
𝛿𝑐 ∼ Dirichlet(2) Prior for 𝛿𝑐 (11)
𝛿𝑒 ∼ Dirichlet(2) Prior for 𝛿𝑒 (12)

Equation (1) states that the number of revisions is modeled as an Ordered Logistic distribution
with linear predictor 𝜙 and a vector of cutpoints 𝜅. Equation (2) gives the linear model for 𝜙 and
is modeled on the cumulative logit scale. This predicts the log-cumulative-odds of each number
of revisions when subtracted from the cutpoint of that number. Equation (3) gives the vector of
cutpoints associated with each number of revisions. All other parameters have been described
previously in the Appendix. We set priors in the same way as for the magnitude of revisions model.

A.1.3 RQ2: Consistency of Revisions (Model 3). There is one outcome variable: 𝑟𝑖, 𝑗 , the evaluation
score participant 𝑖 received from participant 𝑗 . In answering RQ2, we are interested in the standard
deviation of evaluation scores received by participants. We use a Normal distribution to characterize
the evaluation scores. As we only assume a mean and variance, the Normal distribution is the
most conservative distribution we can use to model the data [29]. We also expected that most
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participants would receive an average evaluation score, with fewer exceptional cases of over-
or under-contributors. The Normal distribution has two parameters: the mean (𝜇) and standard
deviation (𝜎). Both parameters are random variables, and we need to define likelihood functions
for them. Our Bayesian model:

𝑥𝑖, 𝑗 ∼ N(𝜇𝑖, 𝑗 , 𝜎𝑖, 𝑗 ) (1)
𝜇𝑖, 𝑗 = 𝛼𝜇 + 𝑍𝑟 [𝑖 ] + 𝛽𝑠 [𝑖 ] + 𝑃𝑝 [𝑖 ] + 𝜖𝑝 [𝑖 ],𝑠 [𝑖 ] +𝑂𝑤 [𝑖, 𝑗 ] + 𝑜𝑤 [𝑖, 𝑗 ],𝑠 [𝑖 ] Linear model for 𝜇 (2)

+𝑇
𝑡 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑡 +𝐶
𝑐 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑐 + 𝐸

𝑒 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑒 + 𝜁𝑟 [𝑖 ],𝑠 [𝑖 ]

log(𝜎𝑖, 𝑗 ) = 𝛼𝜎 + 𝛽𝑠 [𝑖 ] + 𝑃𝑝 [𝑖 ] +𝑇
𝑡 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑡 +𝑂𝑤 [𝑖, 𝑗 ] Linear model for 𝜎 (3)

𝜖𝑝,𝑠 ∼ MVNormal( [𝜇𝑝 , 𝜇𝑠 ], 𝑆𝑝 ) Prior for varying slope (4)
𝑜𝑤,𝑠 ∼ MVNormal( [𝜇𝑤, 𝜇𝑠 ], 𝑆𝑤) Prior for varying slope (5)
𝜁𝑟,𝑠 ∼ MVNormal( [𝜇𝑟 , 𝜇𝑠 ], 𝑆𝑟 ) Prior for varying slope (6)
𝑍𝑟 ∼ N(𝜇1, 𝜎1) Prior for each ratee (7)
𝛽𝑠 ∼ N(𝜇2, 𝜎2) Prior for each condition (8)
𝑃𝑝 ∼ N(𝜇3, 𝜎3) Prior for each population (9)
𝑂𝑤 ∼ N(𝜇4, 𝜎4) Prior for self/peer (10)
𝑇 ∼ N(𝜇5, 𝜎5) Prior for team size (11)
𝐶 ∼ N(𝜇6, 𝜎6) Prior for collaboration (12)
𝐸 ∼ N(𝜇7, 𝜎7) Prior for peer evaluation (13)
𝛿𝑡 ∼ Dirichlet(2) Prior for 𝛿𝑡 (14)
𝛿𝑐 ∼ Dirichlet(2) Prior for 𝛿𝑐 (15)
𝛿𝑒 ∼ Dirichlet(2) Prior for 𝛿𝑒 (16)
𝛼𝜇 ∼ N(3, 2) Prior for intercept of 𝛼𝜆 (17)
𝛼𝜎 ∼ N(0, 1) Prior for intercept of 𝛼𝑝 (18)

We note the inclusion of self/peer as another predictor variable in our model, as described in the
model for magnitude of revisions. In addition, we include the following:

𝛼𝜇 : Base evaluation score.
𝛼𝜎 : Base standard deviation.
𝑍𝑟 [𝑖 ] : Varying intercept for the effect of ratee 𝑖 .
𝜁𝑟 [𝑖 ],𝑠 [𝑖 ] : Varying slope for the interaction effect between the ratee 𝑖 and their condition

We set the priors in our model to be weakly informative. For all 𝜇 parameters, we set priors to be
N(0, 1). For all 𝜎 parameters, we use exponential priors i.e. 𝜎 ∼ Exponential(1). In addition, for the
varying slopes priors, we note that each S in the varying slopes represents the covariance matrices
specific to the population or self/peer category, respectively. They can each be factored into their
own 𝜎 parameters and correlation matrix 𝑅.

A.1.4 RQ3: Attitudes (Model 4). There is one outcome variable: 𝑎𝑖 , the attitude rating given by
participant 𝑖 . We model attitude ratings as an ordinal outcome since attitudes are rated on a 7-point
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Likert scale. We use an Ordered Logistic distribution to characterize the ratings. The Bayesian
model for attitude ratings is identical to the model for number of revisions, so we do not repeat the
full model definition. Our Bayesian model:

𝑎𝑖 ∼ Ordered-logit(𝜙𝑖 , 𝜅) (1)

𝜙𝑖 = 𝛽𝑠 [𝑖 ] + 𝑃𝑝 [𝑖 ] + 𝜖𝑝 [𝑖 ],𝑠 [𝑖 ] +𝑇
𝑡 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑡 +𝐶
𝑐 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑐 + 𝐸

𝑒 [𝑖 ]−1∑︁
𝑛=0

𝛿𝑒 Linear model for 𝜙 (2)

𝜅𝑘 ∼ N(0, 1.5) Common prior for each intercept 𝑘 (3)

A.2 Model Convergence
We applied non-centered parameterization to all of the models in order to increase convergence. For
all of the Bayesian models described, the Gelman-Rubin statistic (a measure of MCMC convergence)
for all parameters was around 1, indicating that the multiple sampling chains converged. Traceplots
for the MCMC chains in all of the models are shown in Figures 14- 16. We only show the traceplots
for coefficients of condition and population, since these were the most significant variables in our
models. The traceplots for the other parameters show that the models are equally well-behaved
and can be added to the extended version of the paper.
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(a) Traceplot for magnitude of revision model.
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(b) Traceplot for number of revisions model.
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(c) Traceplot for consistency model (standard deviation of scores).

Fig. 14. Traceplots showing the results of the MCMC estimation for the magnitude of revisions model,
the number of revisions model, and the consistency model (RQ1-2). The left column shows the posterior
distributions for 𝛽1−2 and 𝑃1−2, the condition and population effects, respectively. Note that for the consistency
model, we can see that there are three distributions for 𝛽 . This is because we wanted to compare the change
in distribution from the treatment to initial evaluation and the control to initial evaluation. The right column
shows the corresponding sampling traces. The color mappings for the 𝛽1−2 plots are: blue – Control, orange –
Treatment. The color mappings for the 𝛽1−3 plots are: blue – Baseline, orange – Control, green - Treatment.
The color mappings for the 𝑃1−2 plots are: blue – MTurk, orange – Student.
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(a) Traceplot for confidence in accuracy of evaluations given model.
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(b) Traceplot for confidence in accuracy of evaluations received model.
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(c) Traceplot for perceived difficulty of evaluation model.

Fig. 15. Traceplots showing the results of the MCMC estimation for the post-evaluation attitude ratings
(confidence in accuracy of evaluations given and received and perceived difficulty of evaluation) (RQ3). The
left column is the posterior distributions for 𝛽1−2 and 𝑃1−2, the condition and population effects. The right
column shows the corresponding sampling traces. The color mappings for the 𝛽1−2 plots are: blue – Control,
orange – Treatment. The color mappings for the 𝑃1−2 plots are: blue – MTurk, orange – Student.
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(a) Traceplot for perceived accuracy of evaluations received model.
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(b) Traceplot for satisfaction with evaluations received model.

Fig. 16. Traceplots showing the results of the MCMC estimation for the post-feedback attitude ratings and
for perceived difficulty of evaluation (RQ1-2). The left column shows the posterior distributions for 𝛽1−2 and
𝑃1−2, the condition and population effects. The right column shows the corresponding sampling traces. The
color mappings for the 𝛽1−2 plots are: blue – Control, orange – Treatment. The color mappings for the 𝑃1−2
plots are: blue – MTurk, orange – Student.
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